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–Sir Arthur Stanley Eddington

If someone points out to you that your pet theory of 
the universe is in disagreement with Maxwell’s 
equations — then so much the worse for Maxwell’s 
equations. If it is found to be contradicted by 
observation — well these experimentalists do bungle 
things sometimes. But if your theory is found to be 
against the second law of thermodynamics I can 
give you no hope; there is nothing for it but to 
collapse in deepest humiliation.
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Why do we (I?) care about rigor?
❖ Ideal theory has played an important role in physics.

❖ If the law of entropy increase is ever going to be derived 
from statistical mechanics — a goal that has so far 
eluded the deepest thinkers — then it is important to be 
absolutely clear about what it is that one wants to 
derive. ([LY1] page 5) “Guiding principle”

❖ Recall a recent controversy about Gibbs vs Boltzmann 
entropy definitions.  [J. Dunkel and S. Hilbert, Nat. Phys. 
10, 67 (2013)]
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“The” 2nd law of thermodynamics

❖ Clausius : No process is possible, the sole result of which 
is that heat is transferred from a body to a hotter one.

❖ Kelvin (and Planck) : No process is possible, the sole result 
of which is that a body is cooled and work is done.

❖ Carathéodory : In any neighborhood of any state there 
are states that cannot be reached from it by an adiabatic 
process.
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We report on several simulation programs !available through http://phys.snu.ac.kr/howto/ or http://
phya.snu.ac.kr/#kclee/howto/" which can be used to teach the statistical foundations of thermal
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technique for generating random configurations of many dice with a fixed total value. By merely
simulating dice throwing we can demonstrate all the important principles of classical
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I. INTRODUCTION

The laws of thermodynamics were formulated long before
we became aware of the existence of atoms and molecules.
With regard to intermediate courses in the undergraduate

curriculum, for some time now the formal thermodynamics
curriculum based on empirical laws has been replaced by
courses based on the physical and statistical foundations of
the subject. In these courses it is demonstrated how the prop-
erties of macroscopic systems are simple consequences of
the behavior of their elementary constituents. Unfortunately,
however, in introductory physics courses the ‘‘traditional’’
exposition of the subject which follows the historical se-
quence of events is still prevailing.
In an age when a single atom can be trapped and manipu-

lated the teaching of thermal physics starting from the em-
pirical laws of thermodynamics is a pedagogical scandal. It
is now high time to reform the style of teaching thermal
physics in introductory college physics courses.
In the majority of introductory college physics textbooks,

authors tend to introduce the laws of thermodynamics before
embarking on a brief exposition of the statistical basis of the
subject, if they mention it at all. They introduce the concept
of entropy1 near the end of the thermal physics section by
employing Clausius’s definition

dS!dQ/T !1"

in conjunction with the Carnot cycle. On the other hand,
Boltzmann’s definition of the entropy

S!k lnW !2"

usually appears as a passing remark with merely brief com-
ment. Virtually none of the authors makes an attempt to re-
late the two expressions. The Clausius definition of entropy
is one of the most difficult subjects to teach. First of all, T in
the above expression !1" is the absolute temperature. If it
were not the absolute temperature in expression !1" the Clau-
sius definition would be meaningless. However, the concept
of absolute temperature is never fully explained in textbooks
that follow the traditional style of instruction. The tempera-
ture is usually introduced through an operational definition
which cannot explain the significance of the absolute tem-
perature other than as a curious experimental fact. We cannot
convey the significance of absolute temperature without a
basic understanding of its statistical nature.
Second, dQ is usually introduced in conjuction with the

first law of thermodynamics where it is implied to be an
arbitrary infinitesimal quantity of heat. However, in the

Clausius definition !1" the left-hand side is an exact or total
differential of a state function S. How can we expect students
to understand the meaning of the Clausius expression if we
do not explain to them clearly and carefully the physical and
mathematical bases which allow us to connect an arbitrary
infinitesimal quantity to an exact differential of some func-
tion, S. This subject is not an easy topic even for intermedi-
ate thermal physics courses, where we devote much more
time for the discussion of the subject.
In many cases, instructors bypass all these details of the

Clausius expression and proceed to apply the formula to
thermodynamic processes.
On the other hand, Boltzmann’s definition is simple and

clear enough. The only problem is how to relate Boltzmann’s
expression to thermodynamic functions in a simple and clear
manner. This is the task of statistical mechanics, but the sub-
ject is generally considered too difficult to teach in introduc-
tory physics courses.
In this paper I propose that teaching statistical mechanics

in introductory college physics courses is not at all difficult if
we employ a proper method. The method I propose in this
paper is a simulation of dice throwing on computers. Dice
are familiar objects in our daily lives and every student has
experience with throwing dice. Students can learn how ther-
modynamic principles emerge if they throw a large number
of dice, say tens of thousands of dice. Computers came of
age to let students throw many dice. With the aid of com-
puter simulations, students can easily understand the statisti-
cal foundations of thermal physics.
A Chinese proverb says:2 ‘‘I hear, I forget; I see, I remem-

ber; I do, I understand.’’
There is no better way than letting students run the simu-

lations themselves and thereby gain understanding. I wrote
all the programs discussed in this paper to run in a JAVA
applet and they can be viewed and run from my web site,
‘‘http://phys.snu.ac.kr/howto/’’ with a JAVA enabled
browser such as NETSCAPE !Version 4.04 with patches or a
later version" or MS INTERNET EXPLORER !4.0 or later".
Students should be aware of the fact that the numbers we

deal with in statistical mechanics are huge and are not even
comparable with astronomical numbers, as we demonstrate
in the conclusion of this paper. This fact is intimately con-
nected to a core principle of thermodynamics, namely irre-
versibility. This fact is also important from a mathematical
viewpoint. For example, if we throw N dice simultaneously,
the number of possible outcomes is W!6N. To students who
are accustomed to linear quantities, the behavior of an expo-
nential quantity, W, for large N, e.g.,
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How to define physical quantity
❖ First, we need an order relation.

❖ Second, we need an addition of two systems.

❖ Example: To define inertial mass

• Step 1: Inelastic collision (to define order)

• Step 2: addition (to define quantity)

v v

v v

m n
n ` m ` n+ 1

>

9

answer: There is a function of the equilibrium states,
called entropy and denoted by S, that characterizes the
possible pairs of equilibrium states X and Y by the
inequality S(X) ! S(Y). The function can be chosen so as
to be additive (in a sense explained below), and with this
requirement it is unique, up to a change of scale. Our
main point is that the existence of entropy relies on only
a few basic principles, independent of any statistical
model—or even of atoms.

What is exciting about this seemingly innocuous
statement is the uniqueness of entropy, for it means that
all the different methods for measuring or computing
entropy must give the same answer. The usual textbook
derivation of entropy as a state function, starting with
some version of “the second law,” proceeds by considering
certain slow, almost reversible processes (along adiabats
and isotherms). It is not at all evident that a function
obtained in this way can contain any information about
processes that are far from being slow or reversible. The
clever physicist might think that with the aid of modern

computers, sophisticated feedback mechanisms,
unlimited amounts of mechanical energy (represented
by the weight) and lots of plain common sense and
funding, the system could be made to go from an equi-
librium state X to a state Y that could not be reached
by the primitive quasistatic processes used to define
entropy in the first place. This cannot happen, how-
ever, no matter how clever the experimenter or how
far from equilibrium one travels!

What logic lies behind this law? Why can’t one
gorilla undo what another one has wrought? The
atomistic foundation of the logic is not as simple as
is often suggested. It concerns not only such matters
as the enormous number of atoms involved (1023),
but also other aspects of statistical mechanics that
are beyond our present mathematical abilities. In
particular, the interaction of a system with the
external world (represented by the gorilla and
machinery) cannot be described in any obvious way
by Hamiltonian mechanics. Although irreversibility
is an important open problem in statistical mechan-
ics, it is fortunate that the logic of thermodynamics
itself is independent of atoms and can be understood
without knowing the source of irreversibility.

The founders of thermodynamics—Rudolf Clau-
sius, Lord Kelvin, Planck, Constantin Carathéodory, and
so on—clearly had transitions between equilibrium states
in mind when they stated the law in sentences such as
“No process is possible, the sole result of which is that a
body is cooled and work is done” (Kelvin). Later it became
tacitly understood that the law implies a continuous
increase in some property called entropy, which was sup-
posedly defined for systems out of equilibrium. The ongo-
ing, unsatisfactory debates (see reference 9, for example)
about the definition of this nonequilibrium entropy and
whether it increases shows, in fact, that what is suppos-
edly “easily” understood needs clarification. Once again, it
is a good idea to try to understand first the meaning of
entropy for equilibrium states—the quantity that our
textbooks talk about when they draw Carnot cycles. In
this article we restrict our attention to just those states;
by “state” we always mean “equilibrium state.” Entropy,
as the founders of thermodynamics understood the quan-
tity, is subtle enough, and it is worthwhile to understand
the “second law” in this restricted context. To do so it is
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FIGURE 1. THE SECOND LAW OF THERMODYNAMICS

says that increased entropy characterizes those final states
of a macroscopic system that can be reached from a given
initial state without leaving an imprint on the rest of the
universe, apart from the displacement of a weight. The
scenario shown here illustrates that the process can be
quite violent. (a) A system in an equilibrium state X
(blue) is placed in a room with a gorilla, some intricate
machinery (green), and a weight. (b) The gorilla, machin-
ery, and system interact and the system undergoes a vio-
lent transition. (c) The system is found in a new equilibri-
um state Y (red), the gorilla and machinery are found in
their original state, while the weight may have been dis-
placed. The role of the weight is to supply energy (via the
machinery) both for the actions of the gorilla and for
bringing the machinery and gorilla back to their initial
states. The recovery process may involve additional inter-
actions between machinery, system, and gorilla—interac-
tions besides those indicated in (b).
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Entropy Principle

Basic Concepts
Adiabatic accessibility

General Axioms
Constructing Entropy
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Basic Concepts: Primitive Terms

11

Equilibrium
❖ We are mainly interested in equilibrium systems.

❖ But what is an equilibrium state? 

• Homogeneous? not necessarily.

• Steady state with temperature gradient? (à la Fourier)

• In practice the criterion for equilibrium is circular; 
Operationally, a system is in an equilibrium state if its 
properties are consistently described by thermodynamic 
theory. [C]
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States and systems
❖ Macroscopic, neither microscopic nor astronomical, 

system. By state X is meant a macroscopic state.

❖ Equilibrium states are our main concern.

❖ System    : a collection of all possible (equilibrium) states

❖ Compound system : Cartesian Product of systems

❖ Subsystems may or may not interact with each other

�

�1 ⇥ �2 = �2 ⇥ �1, (X1, X2) 2 �1 ⇥ �2
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Example of a compound system (From [LY2])

not necessary to decide whether Boltzmann or Gibbs had
the right view of irreversibility. (Their views are described
in Joel L. Lebowitz’s article, “Boltzmann’s Entropy and
Time’s Arrow,” PHYSICS TODAY, September 1993, page 32.)

The basic concepts
To begin at the beginning, we suppose we know what is
meant by a thermodynamic system and equilibrium
states of such a system. Admittedly, these are not always
easy to define, and there are certainly systems, such as a
mixture of hydrogen and oxygen or an interstellar ionized
gas, capable of behaving as though they were in equilibri-
um even if they are not truly so. The prototypical system
is a so-called “simple system,” consisting of a substance in
a container with a piston. But a simple system can be
much more complicated than that. Besides its volume, it
can have other coordinates, which can be changed by
mechanical or electrical means—shear in a solid or mag-
netization, for example. In any event, a state of a simple
system is described by a special coordinate U, which is its
energy, and one or more other coordinates (such as the
volume V) called work coordinates. An essential point is
that the concept of energy, which we know about from
moving weights and Newtonian mechanics, can be defined
for thermodynamic systems. This fact is the content of the
first law of thermodynamics.

Another type of system is a “compound system,”
which consists of several different or identical independ-
ent, simple systems. By means of mixing or chemical reac-
tions, systems can be created or destroyed.

Let us briefly discuss some concepts that are relevant
for systems and their states, which are denoted by capital
letters such as X, X!, Y, . . . . Operationally, the composi-
tion, denoted (X, X!), of two states X and X! is obtained
simply by putting one system in a state X and one in a
state X! side by side on the experimental table and
regarding them jointly as a state of a new, compound sys-
tem. For instance, X could be a glass containing 100 g of
whiskey at standard pressure and 20 °C, and X! a glass
containing 50 g of ice at standard pressure and 0 °C. To
picture (X, X!), one should think of the two glasses stand-
ing on a table without touching each other. (See figure 2.)

Another operation is the “scaling” of a state X by a
factor l > 0, leading to a state denoted lX. Extensive
properties such as mass, energy, and volume are multi-
plied by l, while intensive properties such as pressure
stay intact. For the states X and X! as in the example

above, 1/2 X is 50 g of whiskey at standard pressure and 20
°C, and 1/5 X! is 10 g of ice at standard pressure and 0 °C.
Compound systems scale in the same way: 1/5 (X, X!) is 20
g of whiskey and 10 g of ice in separate glasses with pres-
sure and temperatures as before.

A central notion is adiabatic accessibility. If our goril-
la can take a system from X to Y as described above—that
is, if the only net effect of the action, besides the state
change of the system, is that a weight has possibly been
raised or lowered, we say that Y is adiabatically accessi-
ble from X and write X ≺ Y (the symbol ≺ is pronounced
“precedes”). It has to be emphasized that for macroscopic
systems the relation is an absolute one: If a transition
from X to Y is possible at one time, then it is always pos-
sible (that is, it is reproducible), and if it is impossible at
one time, then it never happens. This absolutism is guar-
anteed by the large powers of 10 involved—the impossi-
bility of a chair’s spontaneously jumping up from the floor
is an example.

The role of entropy
Now imagine that we are given a list of all possible pairs
of states X,Y such that X ≺ Y. The foundation on which
thermodynamics rests, and the essence of the second law,
is that this list can be simply encoded in an entropy func-
tion S on the set of all states of all systems (including
compound systems), so that when X and Y are related at
all, then

X ≺ Y if and only if S(X) ! S(Y).

Moreover, the entropy function can be chosen in such a
way that if X and X! are states of two (different or identi-
cal) systems, then the entropy of the compound system in
this pair of states is given by

S(X,X!) ⊂ S(X) ⊕ S(X!).

This additivity of entropy is a highly nontrivial assertion.
Indeed, it is one of the most far-reaching properties of the
second law. In compound systems such as the whiskey/ice
example above, all states (Y,Y!) such that X ≺ Y and X! ≺
Y! are adiabatically accessible from (X, X!). For instance,
by letting a falling weight run an electric generator one
can stir the whiskey and also melt some ice. But it is
important to note that (Y,Y!) can be adiabatically accessi-
ble from (X, X!) without Y being adiabatically accessible
from X. Bringing the two glasses into contact and sepa-
rating them again is adiabatic for the compound system,
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FIGURE 2. ADIABATIC STATE CHANGES

for a compound system consisting of a
glass of whiskey and a glass of ice. The
states (Y

1
,Y

1
!), (Y

2
,Y

2
!), and Y

3
are all adi-

abatically accessible from (X,X!). (Y
1
,Y

1
!)

can be reached by weight-powered stir-
rers (not shown) acting on each glass.
(Y

2
,Y

2
!) is obtained by bringing the two

subsystems temporarily into thermal
contact. Y

3
is obtained by pouring the

whiskey on the ice and stirring; this is a
mixing process and changes the system.
The original state (X,X!) is not adiabati-
cally accessible from any of the three
states (Y

1
,Y

1
!), (Y

2
,Y

2
!), or Y

3
.
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Scaling

❖ Scaled copy (scaled space)

❖ Physically,       is a state with scaled energy, volume, 
chemical substances, and so on.         is a space with 
scaled chemical substances. 

�(t) = t� : If X 2 �, tX 2 �(t)

s(tX) = stX,
⇣
�(t)

⌘(s)
= �(ts), �(1) = �, 1X = X

(�1 ⇥ �2)
(t) = �(t)

1 ⇥ �(t)
2 t(X1, X2) = (tX1, tX2)

tX

�(t)

15

Scaled product

❖ Scaled product 

❖ Multiple scaled copy of 

❖ Negative scaling parameter will have meaning in a 
specific context.

�

(t1)
1 ⇥ · · ·⇥ �

(tN )
N with points (t1X1, . . . , tNXN )

�(t1) ⇥ · · ·⇥ �(tN )

�

16



Adiabatic Accessibility
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Adiabatic processes
❖ Adiabatic does not mean slow, quasi-static.

❖ It only means no ‘heat’ is involved in the state change.

❖ Adiabatic process can be very violent (e. g. bomb).

The Experiments by
Benjamin Thompson 

Rubbing is 
an adiabatic process.

18

Adiabatic accessibility
A state Y is adiabatically accessible from a state X , in symbols

X � Y (to be pronounced “X precedes Y ” or “Y succeedsX”),

if it is possible to change the state from X to Y by means of an

interaction with some device (which may consist of mechanical and

electrical parts as well as auxiliary thermodynamic systems) and

a weight, in such a way that the device returns to its initial state

at the end of the process (or can be returned), whereas the weight

may have changed its position in a gravitational field.

There is a real-valued function on all states of all systems (in-

cluding compound systems), called entropy and denoted by S
such that

1. Monotonicity : When X and Y are compable states then

2. Additivity and extensivity

1

sole results :              and position change of the weightX ! Y

19 20



Examples I (from [T])
14 Chapter 2  ·  Adiabatic Accessibility

Fig. 2.1. Examples of adiabatic accessibility. Equilibrium states of thermodynamic systems before and
after an adiabatic process. In all examples, the initial and final states are denoted as X and Y, respectively.
(a) Melting of ice in a microwave oven characterized by X≺Y and X!Y (which can also be written as
Y"X) and thus X≺≺Y. (b) Thermal equilibration by heat conduction characterized by X≺≺Y.
(c) Thermal equilibration using a Stirling engine which performs work by lifting a weight. In general,
X≺≺Y but in the particular case of an ideal engine, discussed in Sect. 4.5 A, X≺Y as well as Y≺X and
thus X∼A Y. (d) Generation of a temperature difference using a refrigeration system which receives me-
chanical energy from a weight lowering its position. In general, X≺≺Y but in the particular case of an
ideal engine, discussed in Sect. 4.5 B, X∼A Y as in example (c). (e) Mixing process with X≺≺Y. (f) Example
of a very rapid adiabatic process with X≺≺Y. During the transition from X to Y, the systems (a)
through (f) are not in general in an equilibrium state. The reverse processes to (a), (b), (e), and (f) are
never adiabatic. The reverse processes (c) and (d) are only adiabatic in the case of ideal engines

21

Examples II (from [T])

14 Chapter 2  ·  Adiabatic Accessibility

Fig. 2.1. Examples of adiabatic accessibility. Equilibrium states of thermodynamic systems before and
after an adiabatic process. In all examples, the initial and final states are denoted as X and Y, respectively.
(a) Melting of ice in a microwave oven characterized by X≺Y and X!Y (which can also be written as
Y"X) and thus X≺≺Y. (b) Thermal equilibration by heat conduction characterized by X≺≺Y.
(c) Thermal equilibration using a Stirling engine which performs work by lifting a weight. In general,
X≺≺Y but in the particular case of an ideal engine, discussed in Sect. 4.5 A, X≺Y as well as Y≺X and
thus X∼A Y. (d) Generation of a temperature difference using a refrigeration system which receives me-
chanical energy from a weight lowering its position. In general, X≺≺Y but in the particular case of an
ideal engine, discussed in Sect. 4.5 B, X∼A Y as in example (c). (e) Mixing process with X≺≺Y. (f) Example
of a very rapid adiabatic process with X≺≺Y. During the transition from X to Y, the systems (a)
through (f) are not in general in an equilibrium state. The reverse processes to (a), (b), (e), and (f) are
never adiabatic. The reverse processes (c) and (d) are only adiabatic in the case of ideal engines

22

Examples III (from [T])

14 Chapter 2  ·  Adiabatic Accessibility

Fig. 2.1. Examples of adiabatic accessibility. Equilibrium states of thermodynamic systems before and
after an adiabatic process. In all examples, the initial and final states are denoted as X and Y, respectively.
(a) Melting of ice in a microwave oven characterized by X≺Y and X!Y (which can also be written as
Y"X) and thus X≺≺Y. (b) Thermal equilibration by heat conduction characterized by X≺≺Y.
(c) Thermal equilibration using a Stirling engine which performs work by lifting a weight. In general,
X≺≺Y but in the particular case of an ideal engine, discussed in Sect. 4.5 A, X≺Y as well as Y≺X and
thus X∼A Y. (d) Generation of a temperature difference using a refrigeration system which receives me-
chanical energy from a weight lowering its position. In general, X≺≺Y but in the particular case of an
ideal engine, discussed in Sect. 4.5 B, X∼A Y as in example (c). (e) Mixing process with X≺≺Y. (f) Example
of a very rapid adiabatic process with X≺≺Y. During the transition from X to Y, the systems (a)
through (f) are not in general in an equilibrium state. The reverse processes to (a), (b), (e), and (f) are
never adiabatic. The reverse processes (c) and (d) are only adiabatic in the case of ideal engines
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Some notations and terminology
❖ We write                  if

❖ Comparable if

❖ Adiabatically equivalent if (    is a preorder relation)

❖ Adiabatically equivalent states : 

X �� Y

X � Y but Y �/ X

either X � Y or Y � X

both X � Y and Y � X

X
A⇠ Y

�

24



What we want to show

25

Entropy principle

A state Y is adiabatically accessible from a state X , in symbols

X � Y (to be pronounced “X precedes Y ” or “Y succeedsX”),

if it is possible to change the state from X to Y by means of an

interaction with some device (which may consist of mechanical and

electrical parts as well as auxiliary thermodynamic systems) and

a weight, in such a way that the device returns to its initial state

at the end of the process (or can be returned), whereas the weight

may have changed its position in a gravitational field.

There is a real-valued function on all states of all systems (in-

cluding compound systems), called entropy and denoted by S
such that

1. Monotonicity : When X and Y are compable states then

X � Y if and only if S(X)  S(Y )

2. Additivity and Extensivity : For any X and Y of (possibly

di↵erent) systems

S(X, Y ) ⌘ S((X, Y )) = S(X) + S(Y )

S(tX) = tS(X)

1

26

Remarks

❖ Monotonicity without comparability

❖  Entropy must increase in an “irreversible” process.

❖ ‘nonequilibrium entropy’?[LY3]

❖ The aim : What set of axioms is equivalent to the 
entropy principle?

X
A⇠ Y ) S(X) = S(Y ),

X �� Y ) S(X) < S(Y )

27

Remarks

❖ Entropy also dictates which process is allowed.

❖ Significance of the additivity in compound systems.

❖ Additivity and extensitivity are independent. 

cf : Cauchy’s functional equation

❖ Photon gas : same entropy for any scaled space.

If S(X) + S(W ) < S(Y ) + S(Z), (X,W ) � (Y, Z)

28



6 Axioms and Comparison 
Principle

29

(A1) Reflexivity.

(A2) Transitivity.

(A3) Consistency.

(A4) Scaling invariance.

(A5) Splitting and recombination.

(A6) Stability. If for some states             and for a sequence

   of       , tending to zero,                                    holds, then

X
A⇠ X

X � Y ) tX � tY, 8t>0

For 0 < t < 1,

X
A⇠ (tX, (1� t)X)

X � Y & Y � Z ) X � Z

X � X 0 & Y � Y 0 ) (X,Y ) � (X 0, Y 0)

(X, "Z0) � (Y, "Z1)

Z0, Z1

X � Y

"’s

30

Comparison property (CP)

Any two states in a same state space are comparable.

T1 T1T2 T2

T3 T3

X Y

Z

(T1 < T2 < T3)

� �

?

?

31

Remarks on CP
❖ Comparability is an equivalence relation.

❖ It is not a priori clear whether the CP holds in real 
physical systems. For example, see page 38 of [B].

❖ [LY1] proves the CP using another set of axioms.

❖ We shall first find the entropy function for all scaled 
products of a state space

❖ The entropy function will turn out to be unique up to an 
affine transformation. 

�.

S(X) ! aS(X) +B

32



Mathematical digression: equivalence
❖ Binary Relation ~ : x~y

❖ Examples : 1<2,  

❖ A relation in a set A is an equivalence relation if

• it is reflexive (x~x for all            ),

• it is symmetric (x~y implies y~x),

• it is transitive (x~y and y~z implies x~z).

❖ Example : 1~3 (modulo 2), 2~4 (modulo 2)

A ⇢ B

x 2 A

33

Mathematical digression: equivalence

❖ An equivalence relation ~ in A partitions the set A by 
equivalence classes. 

❖ A set of all equivalence classes is called a quotient set 
and denoted by A/~.

❖ Example : The relation modulo 2 divides natural 
numbers into even and odd numbers. 

34

Stability implies cancellation law
(X,Z) � (Y, Z) ) X � Y (Cancellation Law)

(X, "Z)
A⇠ ((1� ")X, "X, "Z) (by A5)

� ((1� ")X, "Y, "Z) (by A1, A3, and A4)

A⇠ ((1� 2")X, "X, "Y, "Z) (by A5)

� ((1� 2")X, 2"Y, "Z) (by A1, A3–A5)

� (Y, "Z) (by repeating)

2

Proof Set " = 1/n.

S(X) + S(Z)  S(Y ) + S(Z) ) S(X)  S(Y )

35

Construction of Entropy for a 
Single System

36



What we want to prove (Thm. 2.2)
There is a function, S�, on � with the property that for real

numbers satisfying t1 + · · · + tN = t01 + · · · + t0M (N,M � 1),

(t1Y1, . . . , tNYN) � (t01Y
0
1 , . . . , t

0
MY 0

M)

holds if and only if

NX

i=1

tiS�(Yi) 
MX

j=1

t0jS�(Y
0
j ).

If there is another function S⇤
� with the same property, then

S⇤
�(X) = aS�(X) + B with constants a > 0 and B.

3

Entropy Constants

37

CP in multiple scaled copies
Let Y 2 �

(t1) ⇥ · · ·⇥ �

(tN )
and Y 0 2 �

(t01) ⇥ · · ·⇥ �

(t0M )
.

If CP holds in every scaled product space and

P
i ti =

P
j t

0
j,

Y and Y 0
are comparable.

1

t2t01 t1 � t01

By A5

By A5

t2t01 t02 � t2

Proof t1 t2

Y

t01 t02

Y 0

38

Generalized ordering

❖ When 0, simply ignore it.

❖ When negative, move to the other side.

(0X1, 2X2) � (2X3, 0X4) means 2X2 � 2X3

(2X1, X2) � (X3,�5X4, X5) means (2X1, X2, 5X4) � (X3, X5)

(a1X1, . . . , aNXN ) � (a01X1, . . . , a
0
MX 0

M ) for any a, a0 2 R

❖ A5 is now extended as follows:

X
A⇠ (aX, (1� a)X) 8a2R

39

Lemma 2.1

❖ Canonical entropy function
S�(X) := sup{� : ((1� �)X0,�X1) � X}

Suppose X0 and X1 are two points in � with X0 �� X1. For

� 2 R define

S� = {X 2 � : ((1� �)X0,�X1) � X}.

Then

(i) For every X 2 � there is a � 2 R such that X 2 S�.

(ii) For every X 2 �, sup{� : X 2 S�} < 1.

S�(X) := sup{� : ((1� �)X0,�X1) � X}

6

40



Lemma 2.2 and 2.3
Lemma 2.2 Suppose X0 �� X1 are states and a0, a1, a00, a

0
1

are real numbers with a0 + a1 = a00 + a01. Then the following

are equivalent.

(i) (a0X0, a1X1) � (a00X0, a01X1)

(ii) a1  a01 (and hence a0 � a00).

In particular,

A⇠ holds in (i) if and only if a1 = a01 and a0 = a00.
Lemma 2.3 If X 2 � then the equality

� = S�(X)

is equivalent to

X
A⇠ ((1� �)X0,�X1).

1

41

Remarks
❖ By Lemma 2.3 and the cancellation law, the canonical 

entropy lies between 0 and 1 for a state in a strip [note]

❖ Writing 

❖ Entropy for states outside the strip                     [note]

S�(X|X0, X1) = � S�(X0|X,X1)

1� S�(X0|X,X1)
if X � X0

S�(X) = S�(X|X0, X1)

S�(X|X0, X1) = S�(X1|X0, X)�1 if X1 � X

⌃(X0, X1) := {X 2 �|X0 � X � X1}

⌃(X0, X1)

42

Uniqueness of entropy
If S⇤

� is a function on � that satisfies

((1� �)X,�Y ) � ((1� �)X 0,�Y 0
)

if and only if

(1� �)S⇤
�(X) + �S⇤

�(Y )  (1� �)S⇤
�(X

0
) + �S⇤

�(Y
0
),

for all � 2 R and X, Y,X 0, Y 0 2 �, then

S⇤
�(X) = aS�(X) + B

with

a = S⇤
�(X1)� S⇤

�(X0) > 0, B = S⇤
�(X0).

1

Entropy Constants
43

LY machine (from [T])
40 Chapter 3  ·  Entropy

Fig. 3.2. Lieb-Yngvason machine and the entropy of a simple system. Method for determining the en-
tropy of one kilogram of water using a Lieb-Yngvason machine. The machine answers each question
about the adiabatic accessibility of a given state from another one either with YES or NO. The machine
compares a compound system with known entropy standing in the left slot with a given system with
unknown entropy standing in the right slot. The compound system consists of 1−λ  kg of ice and λ  kg
of water at the boiling point. The examples are shown in the order of decreasing amounts of ice and
increasing amounts of hot water according to (a) λ a= 0, (b) λb> 0, (c) λ c>λ b and (d) λ d= 1. The
maximum value λ= µ  for which ((1−λ )X0,λX1)≺X must be in the interval λ c≤ µ≤λd. By refining
the step width, one could determine µ  with any desired accuracy

(1−λ) 

0

moles

λ moles

X

X

X

V

U

1
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Constructing Universal Entropy

45

Consistent entropy scale

� t�

�0 �⇥ �0

X� Xt�

X�0
X�⇥�0

Xt� = tX�

X�⇥�0 = (X�, X�0)

46

Consistent entropy scale
❖ Fix some system      and two point                    in

❖ For     in   , define            as

❖ By previous theorems, we get

❖ Due to the choice of      , we get [note]

�0 �0Z0 �� Z1

X � S(X)

S(X) = S�⇥�0((X,Z0)|(X�, Z0), (X�, Z1))

(X,�Z0)
A⇠ (X�,�Z1)

X�

S(X,Y ) = S(X) + S(Y ), S(tX) = tS(X)

47

44 Chapter 3  ·  Entropy

This is not the case, as we shall show next. Once we have specified the entropy scale for
one substance, for instance water, as S1

H2O− S0
H2O= 603.8 Cl, the scales are fixed for all

other substances as well. According to Lieb and Yngvason, we call the determination of
these scales calibration.

The procedure for calibrating the entropy of hydrogen by comparison with water is
sketched in Fig. 3.4. In order to determine by how much the entropy of hydrogen in-
creases when we transform it from Y0 to Y1, we make use of our knowledge that the
entropy of one kilogram of water decreases by 603.8 Cl if it undergoes a transition from
X1 to X0. Consequently, λ  kilograms of water lose λ× 603.8 Cl of entropy if they under-

Fig. 3.4. Calibration of the entropy of hydrogen. Schematic representation of the procedure for the determina-
tion of the entropy difference S1

H2
− S0

H2 of one kilogram of hydrogen in the states Y0 and Y1. To accomplish
this task, one determines the quantity λ  of hot water (in state X1) which can be adiabatically transformed
into ice (in state X0) when the hydrogen is simultaneously transformed from state Y0 (solid hydrogen at the
melting point) to state Y1 (liquid hydrogen at the boiling point) for which the entropy is sought. If the
maximum of λ  is denoted as µ , the entropy difference can be expressed as S1

H2
− S0

H2
= µ(S1

H2O
− S0

H2O)

Calibration
❖ Choose 
❖ Choose 
❖ Define            as follows:  

❖ By definition,

❖ By A5 and the cancellation law,

X0 �� X1(X0, X1 2 �0)

Y0 2 �

S(Y )

S�⇥�0((Y,X0)|(Y0, X0), (Y0, X1))

(Y,�X0)
A⇠ (Y0,�X1)

S(Y1)� S(Y0) = �(S(X1)� S(X0))

(Y,X0)
A⇠ ((1� �)(Y0, X0),�(Y0, X1))

48



In words,

–Thess

We can “extract” a desired amount of entropy from 
X1 and “inject” it into Y0 in order to measure by 

how much the entropy of the latter system 
increases.

49

Concavity of Entropy

50

Convex state space
❖ Convex combination is a well-defined point in the space

❖ Coordinates should be U, V rather than T, P and so on. 

tX + (1� t)Y, where 0  t  1

34 Chapter 2  ·  Adiabatic Accessibility

Fig. 2.13.
Convex combination. (a) Illus-
tration of the convex combi-
nation of the states X and Y of
1 kg of water shown in (b).
X is a mixture of ice and water
vapor, whereas Y describes a
mixture of liquid water and
water vapor. The set of all
possible convex combinations
is represented by the straight
line which connects X and Y
in (a). In particular, this set
contains the state X/2+Y/2
shown in (d). The property of
convex combination (axiom
A-7 in Appendix B) states that
this state has to be adiabati-
cally accessible from the state
shown in (c). (a) is drawn for
the particular case when X
and Y have the same forward
sector which corresponds to
the dashed area
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Fig. 2.13.
Convex combination. (a) Illus-
tration of the convex combi-
nation of the states X and Y of
1 kg of water shown in (b).
X is a mixture of ice and water
vapor, whereas Y describes a
mixture of liquid water and
water vapor. The set of all
possible convex combinations
is represented by the straight
line which connects X and Y
in (a). In particular, this set
contains the state X/2+Y/2
shown in (d). The property of
convex combination (axiom
A-7 in Appendix B) states that
this state has to be adiabati-
cally accessible from the state
shown in (c). (a) is drawn for
the particular case when X
and Y have the same forward
sector which corresponds to
the dashed area

Compound system Convex combination
51

What we want to prove
❖ Entropy is a concave function of states.

❖ Remarks

• Concavity will be used to define temperature.

• Maximum entropy principle will be proven.

S(tX + (1� t)Y ) � tS(X) + (1� t)S(Y )

52



(A7) Convex combination
❖ (A7) For X, Y in a convex state space,  

❖ Forward sector of             in 

❖ Forward sector of              in another system 

(tX, (1� t)Y ) � tX + (1� t)Y

�

AX := {Y 2 �|X � Y }

X 2 �

X 2 � �0

{Y 2 �0|X � Y }

53

Forward sectors are convex
Proof

Suppose X � Y1, X � Y2, where X 2 �, Yi 2 �

0.

X
A⇠ (tX, (1� t)X) (by A5)

� (tY1, (1� t)Y2) (by A3 and A4)

� tY1 + (1� t)Y2 (by A7)

1

Thus, X � tY1 + (1� t)Y2 by A2

S� = {X : ((1� �)X0,�X1) � X} is convex.

Corollary

X 2 S�1 , Y 2 S�2 ) tX + (1� t)Y 2 S�,

where � = t�1 + (1� t)�2

Thm 2.7
[note]

54

Why we need convexity

X

Y

Z

tY + (1� t)Z
40 Chapter 3  ·  Entropy

Fig. 3.2. Lieb-Yngvason machine and the entropy of a simple system. Method for determining the en-
tropy of one kilogram of water using a Lieb-Yngvason machine. The machine answers each question
about the adiabatic accessibility of a given state from another one either with YES or NO. The machine
compares a compound system with known entropy standing in the left slot with a given system with
unknown entropy standing in the right slot. The compound system consists of 1−λ  kg of ice and λ  kg
of water at the boiling point. The examples are shown in the order of decreasing amounts of ice and
increasing amounts of hot water according to (a) λ a= 0, (b) λb> 0, (c) λ c>λ b and (d) λ d= 1. The
maximum value λ= µ  for which ((1−λ )X0,λX1)≺X must be in the interval λ c≤ µ≤λd. By refining
the step width, one could determine µ  with any desired accuracy
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Fig. 3.2. Lieb-Yngvason machine and the entropy of a simple system. Method for determining the en-
tropy of one kilogram of water using a Lieb-Yngvason machine. The machine answers each question
about the adiabatic accessibility of a given state from another one either with YES or NO. The machine
compares a compound system with known entropy standing in the left slot with a given system with
unknown entropy standing in the right slot. The compound system consists of 1−λ  kg of ice and λ  kg
of water at the boiling point. The examples are shown in the order of decreasing amounts of ice and
increasing amounts of hot water according to (a) λ a= 0, (b) λb> 0, (c) λ c>λ b and (d) λ d= 1. The
maximum value λ= µ  for which ((1−λ )X0,λX1)≺X must be in the interval λ c≤ µ≤λd. By refining
the step width, one could determine µ  with any desired accuracy
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Fig. 3.2. Lieb-Yngvason machine and the entropy of a simple system. Method for determining the en-
tropy of one kilogram of water using a Lieb-Yngvason machine. The machine answers each question
about the adiabatic accessibility of a given state from another one either with YES or NO. The machine
compares a compound system with known entropy standing in the left slot with a given system with
unknown entropy standing in the right slot. The compound system consists of 1−λ  kg of ice and λ  kg
of water at the boiling point. The examples are shown in the order of decreasing amounts of ice and
increasing amounts of hot water according to (a) λ a= 0, (b) λb> 0, (c) λ c>λ b and (d) λ d= 1. The
maximum value λ= µ  for which ((1−λ )X0,λX1)≺X must be in the interval λ c≤ µ≤λd. By refining
the step width, one could determine µ  with any desired accuracy
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10�C

100�C

40 Chapter 3  ·  Entropy

Fig. 3.2. Lieb-Yngvason machine and the entropy of a simple system. Method for determining the en-
tropy of one kilogram of water using a Lieb-Yngvason machine. The machine answers each question
about the adiabatic accessibility of a given state from another one either with YES or NO. The machine
compares a compound system with known entropy standing in the left slot with a given system with
unknown entropy standing in the right slot. The compound system consists of 1−λ  kg of ice and λ  kg
of water at the boiling point. The examples are shown in the order of decreasing amounts of ice and
increasing amounts of hot water according to (a) λ a= 0, (b) λb> 0, (c) λ c>λ b and (d) λ d= 1. The
maximum value λ= µ  for which ((1−λ )X0,λX1)≺X must be in the interval λ c≤ µ≤λd. By refining
the step width, one could determine µ  with any desired accuracy

50�C
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Concavity of entropy
❖ Thm 2.8 The canonical entropy is a concave function. 

Conversely, if an entropy is concave, then axiom A7 
necessarily holds a fortiori.

Proof
Choose S(X) = �1, S(Y ) = �2.

By Thm 2.7 , tX + (1� t)Y 2 S�. Thus,

S(tX + (1� t)Y ) � � = t�1 + (1� t)�2

= tS(X) + (1� t)S(Y )
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Comparison Principle
Simple Systems

Thermal Equilibrium

Compound Systems

T1 T1T2 T2

T3 T3

X Y

Z

(T1 < T2 < T3)

� �

?

?
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Internal Energy and Coordinates

58

Measurability of Energy

❖ Hamiltonian dynamics is gauge invariant. [note]

❖ An essential prerequisite for the measurability of the 
energy is the existence of wall that do not permit the transfer 
of energy in the form of heat. [C]

❖ We conclude that we are able to measure the energy 
difference of two states provided that one state can be 
reached from the other by some mechanical process while the 
system is enclosed by an adiabatic impermeable wall. [C]
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Axiomatic Approach [B]

❖ Existence of work function. If            , there is a unique 
real number                  (work done by the system).

❖ The 1st law of thermodynamics. If              and             ,

❖ Theorem : There exists a real-valued function     (to be 
called internal energy) on     with the property

X � Y
W (X,Y )

X � Y Y � Z

W (X,Z) = W (X,Y ) +W (Y, Z)

U

�

W (X,Y ) = U(X)� U(Y ) whenever X � Y
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Macroscopic coordinates
21

coordinates is for a unique characterization of the state of a system. Figure 2.4b shows
that the seemingly natural coordinates for, namely temperature and pressure, are not
suited to uniquely describe the state of water at the triple point. At T= 0.01 °C and
p= 0.006113 bar, water can be a solid, a liquid or a gas as well as a combination of any
of these three states. If we chose X= (T, p) as the coordinates of our state space, these
mixture states would be indistinguishable. If we had taken temperature and volume
as coordinates instead, the situation would have improved only slightly. As Fig. 2.4c
shows, the triple point would have become a triple line, but the coordinates of the
state X (pure ice) and W (mixture) could still not be distinguished. Only if we use
energy and volume as coordinates, the triple line becomes a triple surface and we can
distinguish X and W, see Fig. 2.4d.

The system shown in Fig. 2.4 contains two degenerate cases which deserve particu-
lar attention. The first such case pertains to a system whose work coordinate does not
change. We call such a system a reservoir or a thermometer. The state space X= (U) of

2.5  ·  Coordinates

Fig. 2.4. Simple systems – the building blocks of thermodynamics. (a) Simple system with a two-dimen-
sional state space characterized by the internal energy U and volume V. Representations of the triple
point of water in the T-p-plane (b), T-V-plane (c), and U-V-plane (d) show that only the coordinates
X= (U, V) permit an unambiguous description of the state of the system. The states X (ice), Y (liquid
water), Z (water vapor) and W (mixture of liquid water and water vapor with the same volume as the
ice) are indistinguishable in the T-p-plane. In the T-V-plane, X and W are indistinguishable. Only in
the U-V-plane can the states X and W be distinguished. The coordinates of the states for 1 kg of water
are X= (−333.40 kJ, 1.0908× 10−3 m3), Y= (0, 1.0002× 10−3 m3), Z= (2 375.3 kJ, 206.136 m3), and
W= (1.05 J, 1.0908× 10−3 m3). The state W comprises approximately 0.44 µg water vapor and (1 kg−
0.44 µg) of liquid water. The triangle in (d) is not to scale

Work 
Coordinate

61

3 Axioms for Simple Systems

62

Remarks on simple systems
❖ One (internal) energy and n work coordinates.

❖ Spatially inhomogeneous simple system.

❖ Energy and volume are fundamental as coordinates.

❖ A state is a point in            and                   .

❖ A thermometer or degenerate simple system:           .

❖ Although                       ,     and        should be considered 
completely different spaces (exception : photon gas). 

Rn+1 � ⇢ Rn+1

�(t) ⇢ Rn+1

n = 0

� �(t)
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such a system is one-dimensional and contains only the internal energy. The second
degenerate case is a mechanical system. In a mechanical system, all states are adiabati-
cally equivalent. For instance, an isothermal mechanical spring undergoing slow (quasi-
static) processes is characterized by the work coordinate x and its potential energy
kx2/2 where k denotes the stiffness of the spring. The thermodynamic state of the spring
is therefore described by the coordinates X= (kx2/2, x). This expression shows that the
energy and work coordinates of a mechanical system are uniquely related to each other.
The mechanical system is degenerate in the sense that all states have the same entropy.

Fig. 2.5. Coordinates of selected systems. (a) Compound system with two energy coordinates and two work
coordinates, (b) simple system which represents the thermal join of the two subsystems in (a). This system
has two work coordinates. The distribution of the internal energies among the two subsystems is de-
scribed by the variable α  which is mentioned in the text. (c) Simple system with a single work coordinate.
The system can be characterized by an additional variable which describes the distribution of a dissolved
gas between two phases. (d) Simple system with a single work coordinate. The system can be character-
ized by two additional variables describing the distribution of water and alcohol between the two phases
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What to prove
❖ In simple systems, forward sectors are nested.

❖ Accordingly, the CP holds within the state spaces of 
simple systems.

Z

U

V

U

V

right

X

Y

wrong

Z
W

X

Y

Z

U

V

U

V

right

X

Y

wrong

Z
W

X

Y

�
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Axioms
❖ (S1) Irreversibility. For each state            , there is another 

state             such that

❖ (S2) Lipschitz tangent planes. For each             the forward 
sector       has a unique support plane at    , denoted by       , 
which is assumed to have a finite slope w.r.t. the work 
coordinates and the slope is moreover assumed to be a 
locally Lipschitz continuous function of    .

❖ (S3) Connectedness of the boundary.            is arcwise 
connected.

X 2 �
Y 2 � X �� Y

X 2 �
AX X ⇧X

X

@AX
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(S1) Irreversibility
❖ For each state            , there is another state             such 

that                .

❖ Carathéodory Principle (Ca) : In every neighborhood of 
every state            , there is a state            such that              
is false. Here, axioms A1~A7 are assumed to hold.

1. S1 always implies Ca. 

2. If all the forward sectors have non-empty interiors 
then Ca implies S1.

X 2 � Y 2 �

X �� Y

X 2 � Z 2 � X
A⇠ Z
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Assume Ca is false.

AXY

Z
X

NX

((1� �)Z,�Y ) � X (by A7)

A⇠ ((1� �)X,�X) (by A5)

� ((1� �)Z,�X) (by Assump)

1

Assume S1 is false.

X0

AX0

) Y � X. S1 is false

XNX

9X0AX0 = {Y |X0
A⇠ Y }

There is an interior point X

By transitivity of A⇠

Z

Ca is false.
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Remarks

❖ Ca is replaced by S1.

❖ Any state is a boundary point of its forward sector, i.e.,

❖ Since       is convex, there is at least one support plane 
which passes through     and of which       lies entirely on 
one side.

❖  Next axiom is about this support plane.

AX

AXX

X 2 @AX
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(S2) Lipschitz tangent planes
❖ For each             the forward sector        has a unique 

support plane at    , denoted by       , which is assumed to 
have a finite slope w.r.t. the work coordinates and the 
slope is moreover assumed to be a locally Lipschitz 
continuous function of    .

❖ It assumes no cusp at X.

❖ Tangent plane is a linear equation.

X 2 � AX

X ⇧X

X

AX

U � U0 +
nX

i=1

Pi(X)(Vi � V 0) = 0
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Uniqueness of the support plane
❖ Mathematical meaning: 

                                                           has  a unique sign for 

all                 if and only if                      . 

❖ Function                                                               is called the 

pressure. We do not need to assume                    .

❖ Finite pressure means the plane is never ‘vertical’.

'(X) = U � U0 +
X

i

gi(V � V0)

X 7! P (X) = (P1(X), · · · , Pn(X))

Pi(X) � 0

X 2 AX gi = Pi(X)
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Local Lipschitz continuity
❖ Mathematical definition. For any closed ball B with 

finite radius, there is a constant c(B) such that 

❖ Rademacher’s Thm: a locally Lipschitz continuous 
function is differentiable almost everywhere. [note]

❖ Note that at phase transition points, pressure may be 
non-differentiable.

|Pi(X)� Pi(Y )|  c(B)|X � Y |, 8X,Y 2B
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(S3) Connectedness of boundary
❖           is assumed to be arcwise connected.

❖ Physical motivation : Any two states on the boundary 
can be reachable each other by a quasi-static process. 

❖ Without S3, one can build a model violating the CH. 

❖ Adiabats : a set of boundaries

❖ Later, we will show

@AX

X 2 @AY implies Y 2 @AX

{AX}X2�
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Geometry of Forward Sectors
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Mathematical digression: topology
❖ Open and closed sets. Interior and boundary.

❖ Closure : the smallest closed set containing a set A.

❖ Open covering : a set of open sets covering a set A.

❖ Relative topology

❖ Compact set : finite open covering.

❖ Heine-Borel theorem : compact = closed and bounded in 
Euclidean space.
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Lemma 3.1 (collinear points)
❖ Let

1. If

2. If

Y = tX + (1� t)Z, t 2 [0, 1]

X � Z, then X � Y.

Y � Z, then X � Y (and hence X � Z)

Proof X � (tX, (1� t)X) � (tX, (1� t)Z) � Y

Proof

(tX, (1� t)Z) � Y � (tY, (1� t)Y ) � (tY, (1� t)Z)
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Forward sectors are closed
❖ If

❖ We have only used A1—A7.

AX

X

W

Y

Z

Yn

Y 2 @AX , then Y 2 AX

Proof
n

n+ 1
Yn +

1

n+ 1
Z = Y

(Yn,
1

n
Z) � n+ 1

n
Y � (Y,

1

n
Y )

Since X � Yn, X � Y
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Forward sectors have interiors
❖ Note

• A convex set either has an interior or belongs to a 
hyperplane in lower dimensions. 

• If Z is a bdy point of a forward sector immersed in a 
hyperplane, there are many supporting planes at Z.

❖ Sketch of Pf.
AX

AY

Z
By S1, 9Y X �� Y

AY ⇢ AX&AX 6= AY

If Z 2 @AY S2 is false.
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Remarks

❖ It makes sense to talk about the normal direction of a 
tangent plane, pointing to the interior.

❖ By S2, the normal is not orthogonal to the energy axis.

❖ Thm 3.3. the normal is continuous on X.

❖ The normal is set to be on the positive energy side. This 
will be true for all systems (Thm 4.2)

❖ Temperature is always positive. Negative temperature?
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Energy in forward sectors
❖ If        is on the positive energy side of       , 

then                     

❖ If        is on the positive energy side of       , then the 
same holds for all states.

AX ⇧X

AX \ {(U, V0)|U 2 R} = {(U, V0) : U � U0} \ �

[X = (U0, V0)]

AX ⇧X

X
Y

U

V

⇧X

AX
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Planck’s principle (Thm. 3.4)
❖ If two states of a simple system have the same work 

coordinates, then 

❖             is the energy of the state X.

❖ ‘only if’ part is the Kelvin-Planck statement: “No process 
is possible, the sole result of which is a change in the energy of 
a simple system (without changing the work coordinates) and 
the raising of a weight”

❖ Planck’s principle is not enough to show the CP.

X � Y , U(X)  U(Y )

U(X)
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Projection of boundary
⇢X := {V 2 Rn

: (U, V ) 2 @AX for some U 2 R}

A

ρX

U

V

X

X

connected by S3
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Properties of boundaries
(i) If Y 2 @AX, AX has a tangent plane at Y , which is ⇧Y .

(ii) ⇢X is an open, connected subset of Rn.

(iii) For each V 2 ⇢X there is exactly one number, uX(V ),

such that (uX(V ), V ) 2 @AX. I.e.,

@AX = {(uX(V ), V ) : V 2 ⇢X}.

This uX(V ) is given by uX(V ) = inf{u : (u, V ) 2 AX}. The
function uX is continuous on ⇢X and locally convex, i.e.,

uX is convex on any convex subset of ⇢X. Moreover,

AX � {(U, V ) : U � uX(V ), V 2 ⇢X} \ �.

1
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Properties of boundaries
(iv) The function uX is a di↵erentiable function on ⇢X with

a locally Lipschitz continuous derivative and satisfies the

system of partial di↵erential equations

@uX
@Vj

(V ) = �Pj(uX(V ), V ) for j = 1, . . . , n .

(v) The function uX is the only continuous function defined

on ⇢X that satisfies the above di↵erential equation in the

sense of distributions, and that satisfies uX(V 0
) = U 0.

(vi) If Y 2 @AX, then X 2 @AY and hence AX = AY .

2
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Forward Sectors are nested
❖ Two forward sectors satisfy exactly one of 3 possibilities.

(a) 
(b) 
(c) 

❖ Hence, CP holds in simple systems.

AX = AY , i.e., X
A⇠ Y

AX ⇢ InteriorAY , i.e., X �� Y

AY ⇢ InteriorAX , i.e., Y �� X

Z

U

V

U

V

right

X

Y

wrong

Z
W

X

Y

�
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Axioms for Thermal Equilibrium

86
22 Chapter 2  ·  Adiabatic Accessibility

such a system is one-dimensional and contains only the internal energy. The second
degenerate case is a mechanical system. In a mechanical system, all states are adiabati-
cally equivalent. For instance, an isothermal mechanical spring undergoing slow (quasi-
static) processes is characterized by the work coordinate x and its potential energy
kx2/2 where k denotes the stiffness of the spring. The thermodynamic state of the spring
is therefore described by the coordinates X= (kx2/2, x). This expression shows that the
energy and work coordinates of a mechanical system are uniquely related to each other.
The mechanical system is degenerate in the sense that all states have the same entropy.

Fig. 2.5. Coordinates of selected systems. (a) Compound system with two energy coordinates and two work
coordinates, (b) simple system which represents the thermal join of the two subsystems in (a). This system
has two work coordinates. The distribution of the internal energies among the two subsystems is de-
scribed by the variable α  which is mentioned in the text. (c) Simple system with a single work coordinate.
The system can be characterized by an additional variable which describes the distribution of a dissolved
gas between two phases. (d) Simple system with a single work coordinate. The system can be character-
ized by two additional variables describing the distribution of water and alcohol between the two phases

(T1) Thermal contact

❖ For any two simple systems, 
there is another simple system, 
the thermal join, with convex 
state space        . 

❖ Moreover,

�12

X 2 �12

((U1, V1), (U2, V2)) � (U1 + U2, V1, V2)
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(T2) Thermal splitting

For any point (U, V1, V2) 2 �12 there is at least one pair of states,

(U1, V1) 2 �1, (U2, V2)) 2 �2, with U = U1 + U2, such that

(U, V1, V2)
A⇠ ((U1, V1), (U2, V2)).

In particular, if (U, V ) is a state of a simple system � and � 2 [0, 1]
then

(U, (1��)V,�V )

A⇠ (((1��)U, (1��)V ), (�U,�V )) 2 �

(1��)⇥�

(�).

1
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(T3) Zeroth law of thermodynamics
❖ Definition : thermal equilibrium

❖ (T3) 

❖ Thm 4.1 (Scaling invariance of thermal equilibrium)

If ((U1, V1), (U2, V2))
A⇠ (U1 + U2, V1, V2) we say that the states

X = (U1, V1) and Y = (U2, V2) are in thermal equilibrium

and write

X
T⇠ Y.

1

If X
T⇠ Y &Y

T⇠ Z, then X
T⇠ Z

X
T⇠ Y implies µX

T⇠ �Y for any µ,� > 0

89

Direction of forward sectors
❖ The forward sectors of all simple systems point the 

same way.

Proof

(U1, V1) � (U1 + �, V1) and (U2, V2) � (U2 � �, V2)

Assum (U1 + U2, V1, V2)
A⇠ ((U1, V1), (U2, V2))

(U, V1, V2) � (U + �, V1, V2) and (U, V1, V2) � (U � �, V1, V2)

If 

Contradiction to the Planck’s principle
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Maximum entropy principle

❖ If S is an entropy function of a simple system, then S is a 
concave function of     for fixed V. [note]

❖ If      and      are consistent entropy functions on two 
simple systems      and      , then                                  holds 
if and only if the sum of entropies takes its maximum 
value at               ,               for fixed total energy and fixed 
work coordinates. That is,

S1 S2

�1 �2 (U1, V1)
T⇠ (U2, V2)

(U1, V1) (U2, V2)

(U = U1 + U2)

U

max

W
[S1(W,V1) + S2(U �W,V2)] = S1(U1, V1) + S2(U2, V2)
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(T4) Transversality

❖ If     is the state space of a simple system and if            , 
then there exist states                 with                               .

❖ Remark

• T4 implies S1.

• Weaker condition                          with                    is 
sufficient at this moment, but this does not imply S1. 
The strong version will be needed later, however. 

� X 2 �

X0
T⇠ X1 X0 �� X �� X1

X0 � X � X1 X0 �� X1
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(T5) Universal temperature range

❖ Remarks

• The term temperature is used only for a mnemonic.

• Physical motivation : Sufficient large copy of X is a heat 
bath and it is always possible for Y with fixed work 
coordinates to be in thermal equilibrium with the heat 
bath.

If �1 and �2 are simple systems then, for every X 2 �1 and ev-

ery V 2 ⇢(�2), where ⇢ is a projection on the work coordinates

⇢(U, V ) := V , there is Y 2 �2 with ⇢(Y ) = V such that X
T⇠ Y

1
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Comparison Principle in 
Compound Systems

94

Lemma 4.1 Extension of strips
❖ For any state space (of a simple or compound system), if

then

X0 �� X1, X
0
0 �� X 0

1 and if

X
A⇠ ((1� �)X0,�X1),

X1
A⇠ ((1� �1)X

0
0,�1X

0
1),

X 0
0

A⇠ ((1� �0)X0,�0X1),

X
A⇠ ((1� µ)X0, µX

0
1) with µ =

��1

1� �0 + �0�1
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CP in multiple scaled copies

❖ Once the above theorem is established, we can define, 
by Thm 2.2, unique entropy for this system up to affine 
transformation.

❖ We need especially A5,T2,T4, and Lemma 4.1.

Let � be a simple system and let a1, . . . , aN, b1, . . . , bM be pos-

itive real numbers with a1 + · · · + aN = b1 + · · · + bM . Then

all points in �

(a1) ⇥ · · ·⇥ �

(aN ) are comparable to all points in

�

(b1) ⇥ · · ·⇥ �

(bM ). WLOG, we can set a1 + · · · + aN = 1.

1
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Sketch of the proof

Y1

Y5

Y4

Y3Y2

X̄0

X̄1

U

V

�

Yi
A⇠ ((1� �i)X̄0,�iX̄1)
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Criterion for comparison
Let �1 and �2 be two (possibly unrelated) state spaces. Assume

there is a relation � satisfying axioms A1-A6 that holds for

�1,�2 and their scaled products. Additionally, � satisfies the

CP on �1 and its multiple scaled copies and on �2 and its

multiple scaled copies but, a priori, not necessarily on �1 ⇥ �2

or any other products involving both �1 and �2

If there are points X0, X1 2 �1 and Y0, Y1 2 �2 such that

X0 �� X1, Y0 �� Y1

(X0, Y1)
A⇠ (X1, Y0),

then the CP holds on products of any number of scaled copies

of �1 and �2.

1
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Entropy calibrator
❖ A quadruple of points satisfying 

plays a role of entropy calibrator. 

❖ The existence of entropy calibrator is guaranteed by the 
thermal axioms T1~T4.

❖ To conclude, S1~S3 and T1~T5 guarantee the CP and the 
entropy principle is proved.

X0 �� X1, Y0 �� Y1, (X0, Y1)
A⇠ (X1, Y0)
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Temperature is epilogue rather than prologue.

Temperature
Differentiability

Isotherms and Adiabats
Thermal Equilibrium

100



Differentiability of Entropy

101

Upper and lower temperatures
❖ Definition of upper and lower temperatures at state X

❖ Remark

• Two temperatures are defined for any state. [note]

• By Planck’s principle, temperature is positive.

• If                   [note]U1 < U2,

T�(U1, V )  T+(U1, V )  T�(U2, V )  T+(U2, V )

1/T±(X) = lim
"!±0

1

"
[S(U + ", V )� S(U, V )]
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Properties

❖ Continuity of the temperatures on adiabats.

❖ Uniqueness of temperature

❖ Continuity of temperature

❖ Differentiability of S

103

Energy flow (Clausius)

❖ Existence of T is guaranteed by T1 and T2.

❖ U is an increasing function of T for fixed V.

(U1, V1) (U 0
1, V1) (U 0

2, V2)(U2, V2)

T1 T2 T

�1 �2

>

U1 > U 0
1, U2 < U 0

2
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Isotherms and Adiabats

105

Istotherms may have finite volume

S&G

U

V

S

L

G T1

T2

T3L&G

S&L
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Isotherms cut adiabats
Suppose X

0

� X � X
1

with T (X
0

) = T (X
1

) = T
0

.

(1) If T
min

< T
0

< T
max

then there is a point X 0 A⇠ X with

T (X 0) = T
0

. I.e., the isotherm cuts every adiabat.

(2) If T
0

= T
max

, either there is an X 0 A⇠ X with T (X 0) = T
0

,

or, for any T 0
0

< T
0

there exist points X 0
0

, X 0 and X 0
1

with

X 0
0

� X 0 A⇠ X � X 0
1

and T (X 0
0

) = T (X 0) = T (X 0
1

) = T 0
0

.

(3) If T
0

= T
min

, either there is an X 0 A⇠ X with T (X 0) = T
0

,

or, for any T 0
0

> T
0

there exist points X 0
0

, X 0 and X 0
1

with

X 0
0

� X 0 A⇠ X � X 0
1

and T (X 0
0

) = T (X 0) = T (X 0
1

) = T 0
0

.

1
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Adiabats and isotherms determine the entropy

Let � and �⇤ be two relations on the multiple scaled copies of a

simple system � satisfying axioms A1–A7, S1–S3 and T1–T5.

Let
T⇠ and

T⇠
⇤
denote the corresponding relations of thermal

equilibrium between states in �. If � and �⇤ coincide on �

and the same holds for the relations
T⇠ and

T⇠
⇤
, then � and

�⇤ coincide everywhere. In other words: The adiabats in �

together with the isotherms determine the relation � on all

multiple scaled copies of � and hence the entropy is uniquely

determined up to an a�ne transformation of scale.

1
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Mixing and Chemical 
Reactions Entropy Constants

109

Entropy of mixture

❖ Entropy is defined for all systems up to an additive 
constants!

❖ But the additive constants are important for the entropy 
to dictate the order relation between two states in two 
different systems. (2 moles of hydrogen + 1 mole of 
Oxygen vs. 2 moles of water)

❖ Goal : to find additive constants which are additive and 
extensive and which dictates the order relation.

110

Heuristic Argument [T]

Additive constants 
cannot be arbitrary!

46 Chapter 3  ·  Entropy

Figure 3.5 schematically shows the transition in the state space. The same consid-
erations as for hydrogen hold for any other substance as well.

As a result of our thought experiments, we come to the conclusion that for each
substance σ  only one of the two entropy constants S0

σ, S1
σ is a free parameter. If we had

for instance chosen S0
σ, calibration against the fundamental substance water would

provide us with a unique value of S1
σ given by

(3.13)

One question still remains. Are we free to choose the remaining constants S0
σ?

Fig. 3.6. Entropy and chemical reactions. Determination of the entropy of an unmixed system consist-
ing of solid hydrogen and solid oxygen shown in the left slot of the Lieb-Yngvason machine. The en-
tropy is determined by comparing this system to a system consisting of melting ice and hot water as
shown in the right slot of the Lieb-Yngvason machine. The systems are arranged in the order of
decreasing λ . (a) λ= 1, (b) 0<λ< 1, (c) λ= 0. The minimum of λ  for which the lamp Y shines deter-
mines one of the two calibration constants of hydrogen or oxygen

2

18
SH2
0 +

16

18
SO2
0

=(1� µ)SH2O
0 + µSH2O

1
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Heuristic Argument [T]
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3.3
Mixing and Chemical Reactions

As long as systems do not mix and undergo chemical reactions, the remaining
constants S0

σ are arbitrary. However, mixing and chemical reactions impose constraints
upon these constants which we wish to discuss next.

If we transform 2/18 kilograms of hydrogen and 16/18 kilograms of oxygen from
the solid states Y0 and Z0 into gaseous states and let them mix and explode, we obtain
one kilogram of water vapor. The entropy of the initial state is

(3.14)

Since this compound system consists of the same amount of matter as one kilogram
of water, we can compare it with another compound system that consists of different
parts of ice and hot water, as shown in Figs. 3.6 and 3.7. The flashing left lamp in Fig. 3.6a
shows us that one kilogram of hot water (λ= 1, right slot) has a higher entropy than the
system in the left slot. (Similar to Sect. 3.1, we exclude the case (2Y0/18, 16Z0/18)∼A (X1)
because this would imply 2S0

H2/18+ 16S0
O2/18= S1 and there would be nothing to

determine). We decrease λ  in small steps as sketched in Figs. 3.6b and c and find a
lower bound λmin which we call µ . This lower bound obeys ((2/18)Y0, (16/18)Z0)
≺ ((1− µ)X0,µX1) from which we infer that

(3.15)

This equation shows us that the constants S0
H2 and S0

O2 are not arbitrary but must
satisfy one additional condition. As shown in the work of Lieb and Yngvason (1999),
the entropy constants of all elements from the periodic table can be expressed by those
of one single system, for instance water. With this step done, we can now proceed to
formulating our most important theorem, the entropy principle.

Fig. 3.7. Reaction of hydrogen and oxygen in state space. State space representation of the initial and final
states of a hydrogen-oxygen system when it undergoes the chemical reaction from the initial state shown
in the left part of Fig. 3.6 to a final state consisting of water. Observe that the system is not in thermody-
namic equilibrium during the reaction. Moreover, the initial and final states are not in the same state
spaces. Hence the arrows do not correspond to the actual path of the system in the state space

3.3  ·  Mixing and Chemical Reactions

µ
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Additive and Extensive Entropy
Our goal is to find constants B(�), one for each state space �, in

such a way that the entropy defined by

S(X) := S�(X) + B(�) for X 2 �

satisfies S(X)  S(Y ) whenever X � Y with X 2 �, Y 2 �0.

Since the initial entropies S�(X) already satisfy additivity and

extensivity, additive constants B(�) should satisfy

B(t1�1 ⇥ t2�2) = t1B(�1) + t2B(�2)

for all state spaces �1, �2 under consideration and t1, t2 > 0.

1
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Nonequilibrium 
Entropy

Axiomatic Approach

Master Equation

114

Axiomatic Approach [LY3]
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Non-equilibrium states
❖ As before, we also consider equilibrium state spaces.

❖ Extended state space includes all non-equilibrium states 
as well as equilibrium states. 

❖ One important requirement is the reproducibility, which 
is not at all obvious. 

❖ In many cases, non-equilibrium states are either time-
dependent or in contact with a heat bath with energy 
flux.

� ⇢ �̂
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Assumptions

❖ Same order relation is defined in the extended space.

❖ A4 (scaling) and A5 (splitting) is not required.

❖ Axiom N1. A1, A2, A3, A6 are satisfied.

❖ Axiom N2. For every            , there are                     such 
that                         . 

❖ Non-equilibrium entropy preserving the order relation?

X 2 �̂ X 0, X 00 2 �
X 0 � X � X 00

117

Entropy functions

For X 2 ˆ

� define

S�(X) := sup{S(X 0
) : X 0 2 �, X 0 � X}

S+(X) := inf {S(X 00
) : X 00 2 �, X � X 00}

1
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Properties of entropy functions

(a) �1 < S±(X) < +1 for all X 2 ˆ

�.

(b) S±(X) = S(X) for X 2 �, and S�(X)  S+(X), for all

X 2 ˆ

�.

(c) The sup and inf in the definition of S± are attained for some

X 0, X 00 2 � with X 0 � X � X 00
.

(d) X � Y implies S�(X)  S�(Y ) and S+(X)  S+(Y ).

(e) If S+(X)  S�(Y ), then X � Y .

(f) Under composition, S� is superadditive and S+ subadditive,

i.e.,

S�(X1) + S�(X2)  S�(X1, X2)

S+(X1, X2)  S+(X1) + S+(X2)

(g) If

ˆS is any function on

ˆ

� that coincides with S on � and is such

that X � Y implies

ˆS(X)  ˆS(Y ), then S�(X)  ˆS(X) 
S+(X).

1
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Properties of entropy functions

(a) �1 < S±(X) < +1 for all X 2 ˆ

�.

(b) S±(X) = S(X) for X 2 �, and S�(X)  S+(X), for all

X 2 ˆ

�.

(c) The sup and inf in the definition of S± are attained for some

X 0, X 00 2 � with X 0 � X � X 00
.

(d) X � Y implies S�(X)  S�(Y ) and S+(X)  S+(Y ).

(e) If S+(X)  S�(Y ), then X � Y .

(f) Under composition, S� is superadditive and S+ subadditive,

i.e.,

S�(X1) + S�(X2)  S�(X1, X2)

S+(X1, X2)  S+(X1) + S+(X2)

(g) If

ˆS is any function on

ˆ

� that coincides with S on � and is such

that X � Y implies

ˆS(X)  ˆS(Y ), then S�(X)  ˆS(X) 
S+(X).

1
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CP and uniqueness
The following are equivalent:

(i) unique ˆS extending S such that X � Y ) ˆS(X)  ˆS(Y ).

(ii) S�(X) = S+(X) for all X 2 ˆ

�.

(iii) There exists a (necessarily unique!)

ˆS extending S such that

ˆS(X)  ˆS(Y ) implies X � Y .

(iv) The CP is valid on

ˆ

�.

(v) Every X 2 ˆ

� is comparable with every Z 2 �.

(vi) Every X 2 ˆ

� is adiabatically equivalent to some Z 2 �.

1
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Master Equation [van Kampen]
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Master Equation and H function
❖ Master equation with a stationary state

❖ Let f(x) be a nonnegative convex function.

❖ Define a quantity H by

dpn
dt

=
X

n0

(Wnn0pn0 �Wn0npn) ,
X

n0

(Wnn0pen0 �Wn0np
e
n) = 0

0  x < 1, f(x) � 0, f

00(x) > 0

H(t) :=
X

n

penf

✓
pn(t)

pen

◆
=

X

n

penf(xn) � 0
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Time Evolution of H function

❖ Since 

dH

dt
=

X

nn0

f 0(xn) (Wnn0pn0 �Wn0npn)

=
X

nn0

Wnn0pen0 {xn0f 0(xn)� xn0f 0(xn0)}
X

nn0

Wnn0pen0 ( n �  n0
) for any  n,

choosing  n = f(xn)� xnf
0
(xn) gives

dH

dt
=

X

nn0

Wnn0pen0 {(xn0 � xn)f
0(xn) + f(xn)� f(xn0)}  0
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Time Evolution of H function

❖ H must have a well-defined limit (if n is finite).

❖ H is 0 if xn = xn’ (steady state) and f(1) = 0.

❖ One customarily chooses 

❖ H is extensive.

❖ Generalized (extensive) entropy

f(x) = x lnx, H =
X

n

pn ln
pn
pen

S = �kH + Se
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To be continued.
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❖ Several axioms are equivalent to the existence of 
entropy with the behavior we expect.

❖ One way of proving the 2nd law from stat mech 
approach : To show that microscopic dynamics satisfy 
the axioms, at least for large systems.

❖ Themodynamics of small systems, like DNA? Can we 
define a sensible internal energy for small systems?

❖ Quantum mechanical definition of work? This is 
important because internal energy and, accordingly, 
thermodynamic quantities are only defined by works. 
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