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Various	phenomena
Weak localization: positive magnetoconductance, universal slope (e2/h)

Komori et al, 1981 JPSJ
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Renewed	interests	due	to	the	
discovery	of	topological	insulators
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FIG. 1. (Color online) (a) ARPES spectra of epitaxially grown
20-nm-thick film of Bi2Se3.20 (b) Upper picture: Optical image of the
100-nm-width wire sample. The scale (white bar) is 20 µm. The wire
has two electrodes to inject current and six electrodes to probe voltage
differences. Lower picture: SEM image showing an enlarged section
of the 100-nm-width wire sample. The scale (white bar) is 2 µm.
(c) Resistances as a function of magnetic field in the 100-nm-width
and 3-µm-length wire at 2, 5, and 12 K. There are two characteristic
features: the dip caused by the WAL effect and the magnetoresistance
fluctuation. The vertical axis shows the data at 2 K; the other data are
incrementally shifted downward by 100 ! for clarity. (d) Resistance
at 0 T and 12 K as a function of wire length. The points represent
experimental results and the line gives the result of linear fitting with
respect to the wire length.

II. EXPERIMENT

We grew a 20-nm-thick Bi2Se3 thin film by molecular
beam epitaxy (MBE) on a sapphire substrate, as described
previously.29 We used the same thin film as in the previous
report.20 The thickness of the film was equivalent to 20
quintuple layers, which is enough to allow the surface state
to emerge.15,30 Angle-resolved photoemission spectroscopy
(ARPES) measurement was used to evaluate the electron band
structure below the Fermi energy level in momentum-energy
space, as shown in Fig. 1(a).20 This result shows the linear
dispersion relation of the Dirac electrons on the surface,
guaranteeing that our thin film is 3DTI. The Fermi energy
level is located 150 meV above the Dirac point and nearly in
the bottom edge of the bulk conduction band owing to natural
doping by Se vacancies.31

We deposited a 30-nm-thick amorphous Se layer in situ
to protect the Bi2Se3 against water or oxidation that could
decrease electron mobility.32,33 We fabricated wide and narrow
wires using electron beam lithography. The wide one and the
narrow one have 10 µm width and 100 nm width, respectively.
Then we deposited Ti (5 nm) and Au (100 nm) as electrodes.

Figure 1(b) shows an optical image of the 100-nm-wide
wire and a scanning electron microscope (SEM) image of
an enlarged section of the wire; as can be seen, the edge of
the wire is smooth enough to safely assume that its width is
constant. In order to determine the thin film parameters, we
measured the magnetic-field dependence of the longitudinal
and Hall resistances of the 10 µm width wire (Hall bar)
at 13 different temperatures between 2 and 20 K. We also
measured the magnetic-field dependence of the resistance of
the 100-nm-width wire at 2, 5, and 12 K. The 100-nm-width
wire had six electrodes, spaced at intervals of 1, 2, 3, 4, and
5 µm, respectively, as shown in Fig. 1(b) to detect voltage
difference, and two electrodes to inject current.

We obtained experimental results from wires with lengths
varying from 2 to 15 µm by changing voltage probe combina-
tions. All measurements were carried out using the standard
lock-in technique.

III. RESULTS AND DISCUSSIONS

A. Characterization of Bi2Se3 thin film

Based on results obtained from the 10-µm-width Hall-bar
sample, we were able to determine several relevant parameters.
The carrier is n type and the carrier density is 2.6 × 1013 cm−2,
which does not depend on temperature below 20 K. Addition-
ally, the temperature dependence of the resistance was found
metallic. We show the resistance as a function of temperature
between 20 and 300 K in Fig. 2(a). The bulk gap of Bi2Se3 is
about 0.3 eV, so that, if the Fermi energy was located in the bulk
gap, the temperature dependence should be insulating. This
means that our thin film was heavily n-doped semiconductor
and bulk conduction mainly contributes to the transport. Based
on the temperature dependence of the carrier density and
resistance, we conclude that the thin film is metallic and its
carriers mainly come from the bulk conduction band. This
can be explained by the n doping due to the oxidation in the
air, the contamination on the microfabrication process or band
bending near the interface by the substrate.29,30 For this reason,
we could use a parabolic dispersion relation to calculate several
relevant parameters such as the diffusion coefficient and the
thermal diffusion length as follows.

FIG. 2. (Color online) (a) The resistance as a function of
temperature between 20 and 300 K. The resistance shows metallic
behavior. The inset is the optical image of the Hall-bar sample.
(b) The ratio of n(ϵ) to ns . The value of ϵ corresponding to
n(ϵ)/ns = 1 is the Fermi energy of our thin film.
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B. Derivation of the thermal diffusion length

The mobility and the diffusion coefficient D are
560 cm2/V s and 4.2 × 10−3 m2/s, respectively; to calculate
the diffusion coefficient, we used the effective mass 0.23 me.34

The thermal diffusion length
√

h̄D/kBT is 127, 80, and
52 nm at 2, 5, and 12 K, respectively. Due to finite thickness
of the sample, electrons occupy several subbands, each of
which has different Fermi wave number. We take into account
the subband occupation, and estimate D from the weighted
average over the subbands as seen below.

First, we calculated the subband energies. The thickness is
t = 20 nm and the subband energy can be written by

E(n) = h2

8meff t2
n2,

where n represents the index of subband. The Fermi wave
number for each subband is

kF (n,ϵ) =
√

2π (ϵ − E(n))ρ2D,

with ρ2D(=4πmeff/h2) the 2D density of state per area, and ϵ
the Fermi energy.

To determine how many subbands are filled for the
experimentally estimated carrier density ns , we express the
carrier density as a function of energy,

n(ϵ) =
∞∑

n=1

[ϵ − E(n)]ρ2D $[ϵ − E(n)], (1)

where we have assumed zero temperature. $(x) is the step
function. The Fermi energy ϵ of our thin film is obtained by
equating n(ϵ) = ns = 2.6 × 1013 cm−2. Figure 2(b) shows the
result of calculation of n(ϵ)/ns , from which the Fermi energy
of our thin film is estimated as ϵ = EF = 0.098 eV, which
is smaller than the E(5) = 0.102 eV but greater than E(4) =
0.065 eV. This means that subbands with n ! 4 are occupied.
From the Fermi energy, we can calculate the occupation of
subbands as p(n) = [EF − E(n)]ρ2D/ns and obtain p(1) =
0.348, p(2) = 0.303, p(3) = 0.227, and p(4) = 0.122.

The Fermi wave number used to estimate the diffusion
constant is now defined by weighted average over subbands,

KF =

√√√√
4∑

n=1

p(n)k2
F (n,EF ) (2)

= 6.76 × 108(m−1). (3)

The scattering time, τ = 7.32 × 10−14 s, is estimated from the
mobility µ via µ = eτ/meff . From KF and τ , the diffusion
constant is estimated as

D = 1
2

(
hKF

2πmeff

)2

× τ = 4.2 × 10−3(m2/s).

We used this diffusion constant to calculate the thermal
diffusion length.

C. Coherence length of the wide Hall-bar sample

In this paper, we have discussed the quantum interference
effect of Bi2Se3, so that it is helpful to refer to the coherence
length in the two-dimensional system of Bi2Se3. We measured
the weak antilocalization effect of the wide Hall-bar sample,
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FIG. 3. (Color online) (a) The magnetoconductance at 3, 5, 7,
and 10 K. The vertical axis shows the data at 3 K; the other data are
incrementally shifted upward by 0.1e2/h for clarity. (b) Temperature
dependence of the coherence length. The solid line shows the fit to
the power function. The exponent of the power function is −0.65.

whose width is 10 µm, between 2 and 20 K. In Fig. 3(a),
the magnetoconductance around 0 T at 3, 5, 7, and 10 K are
shown. The vertical axis shows the data at 3 K; the other data
are incrementally shifted upward by 0.1e2/h for clarity. Then,
we deduced the coherence length lφ using Hikami-Larkin-
Nagaoka formula (HLN formula).35

δGWAL(B) ≡ G(B) − G(0)

= α
e2

2π2h̄

[
ψ

(
1
2

+ Bφ

B

)
− ln

(
Bφ

B

)]
. (4)

Bφ is defined by h̄/4el2
φ . Figure 3(b) represents the coherence

length as a function of temperature. The dots show the
coherence length deduced from the WAL effect. The solid
line is the fit to a power function, whose exponent is −0.65. In
two dimensional system, the coherence length as a function
of temperature is theoretically explained by T −0.5 if the
decoherence mechanism is dominated by electron-electron
interaction.36 Our result is quite similar to the predicted value.

Our estimate of the prefactor in Eq. (4) is α ≈ −0.33. In
the case of a two-dimensional system with strong spin-orbit
interaction, α should be equal to −0.5, which is consistent
with our result. Another group reported that this prefactor
α becomes equal to −1 as the coupling between the bulk
and surface states becomes smaller, because the upper surface
state is not hybridized to the bulk state and contribute to the
conductance independently.12 Our estimate of α indicates the
main contribution is from the bulk states.

D. Wire-length dependence of the fluctuation amplitude

Results were then obtained for the 100-nm-width wire,
as can be seen in Fig. 1(c), which shows the magnetic field
dependence of the resistance of the 3-µm-length wire at 2, 5,
and 12 K. Two important features of the resistance can be noted
from the figure: There is a dip at around 0 T originating from
the WAL effect, and there is magnetoresistance fluctuation
in the entire magnetic field region. Figure 1(d) shows the
relationship between the resistances at 0 T and 12 K and
the wire length; the points and the solid line represent the
experimental data and the result of their linear fitting to wire
length, respectively. From the figure it can be clearly seen
that the samples satisfy Ohm’s law on average and thus can
be regarded as a system in weak disorder limit. This linearity
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Weyl	semimetal
• H-J.	Kim,	Ki-Seok Kim,	et	al.	PRL	(2013)
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upturn of or increasing MC above 0.4 T only when both
magnetic and electric fields are applied in the same direc-
tion. The coexistence between weak antilocalization and
negative MR is remarkable. The experimental observation
of weak antilocalization corrections is common for systems
with strong spin-orbit interactions [15–19]. On the other
hand, negative MR results from either weak localization or
interaction corrections with diffusive dynamics (diffusive
Fermi liquids) [20]. In addition, it can appear when mag-
netic fluctuations are suppressed via magnetic fields, and
thus the corresponding scattering rate decreases [21].
Considering the fact that conventional calculations based
on density functional theory describe the band structure of
Bi1!xSbx quite well [12,13], such interaction effects cannot
be the physical origin for the negative MR. Then, their
coexistence is difficult to understand within the perturba-
tion framework for both nonmagnetic randomness and
weak interactions in the presence of spin-orbit scattering.

We attribute the underlying mechanism for the upturn of
MC to the Adler-Bell-Jackiw anomaly in the presence of
weak antilocalization corrections, comparing experimental

data with theoretical results from the quantum Boltzmann
equation approach with the introduction of the topological
E " B term [22]. In the ‘‘longitudinal’’ magnetotransport
configuration where the electric field is parallel to the
magnetic field, the dynamics of Weyl fermions is topologi-
cally constrained by the topological E " B term [10,11].
As a result, the MC increases above a critical magnetic
field associated with the weak antilocalization. In contrast,
only weak antilocalization corrections to the MC were
found in the conventional ‘‘transverse’’ magnetotransport
measurements, where the magnetic and electric fields were
applied in the z and x directions, respectively. This result
suggests the unexpected coexistence of weak antiloca-
lization and the upturn of longitudinal MC as the finger-
prints of Weyl fermions in three dimensions, which arise
from the topological E " B term or the Adler-Bell-Jackiw
anomaly.
Figure 1(b) presents a schematic diagram of the experi-

ments for measuring the electrical transport coefficients,
!"#ðB$Þ, which are defined by the equation, E" ¼
!"#ðB$ÞJ#, where J# is an electric current of the # direc-
tion under a magnetic field B$ in the $ direction and E" is
the induced electric field in the " direction. The experi-
mental details are explained in Ref. [23].
Figure 2 shows the angle-dependent MR for the

configuration and MR up to 60 T at fixed positions, as
shown in the schematic diagram, where the configurations
for % ¼ 0& and 90& were used to measure the transverse
[Fig. 1(b)-(1)] and longitudinal [Fig. 1(b)-(3)] MRs,
respectively. All the MR data showed a narrow dip below
0.4 T. These dips are similar to those observed in graphene

JBE
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zxx B

BxX

FIG. 1 (color online). (a) A topological phase transition
occurs from a band insulator (x < 3%) to a topological insulator
(x > 3%) around x ' 3%, where band touching emerges to form
a Dirac cone at the L point. Applying a magnetic field B to this
Dirac metal, the Dirac point described by the four-component
Dirac spinor is split into two Weyl points described by the two-
component Weyl spinors with opposite chirality (red, blue ¼
Weyl, green ¼ Dirac). The distance between these two Weyl
points is proportional to B. The right figure depicts the structure
of the Dirac points at B ¼ 0 and that of the Weyl points at B ! 0
in the reciprocal space, where the Dirac points split along the
direction of B. (b) Schematic diagram of the electrical transport
measurements.

FIG. 2 (color online). (a) Angle-dependent MR. ‘‘Negative’’
MR appears around % ¼ 90&, which originates from the Adler-
Bell-Jackiw anomaly of Weyl fermions. (b) The scaling property
of MR in the low-field region. The x axis is the perpendicular
field component of B cos%. This dip was attributed to the three-
dimensional weak antilocalization. (c) Longitudinal and trans-
verse MR for a Bi single crystal. We could not find any negative
signals in the longitudinal MR. (d) The transverse and longitu-
dinal MR measured up to 50–60 T in a pulse magnet.

PRL 111, 246603 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

13 DECEMBER 2013
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Anderson	Transition

Katsumoto et al,
1987 JPSJ 
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smaller

σ(T=0)



Quantum	Hall	Effect

Engel et al, 1993 PRL
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Quantization of Hall conductivity is due to the topological origin (‘16 Nobel prize).
Plateau is due to localization.



Quantum	Hall	effect	in	graphene:
evidence	of	single	layer	graphene

Novoselov et al, Nature 2005
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Anderson	localization
• Wave propagation	in	random	medium	à
constructive	and	destructive	interferences	(wave	can	
be	electron,	e-m,	sound,	matter	waves)

àlocalization	of	wave	(P.W.	Anderson,	‘58)

11Ubiquitous phenomena in many fields of physics



Anderson	transition	in	QCD?
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Localization-delocalization	transition
(Anderson	transition)

• With	the	change	of	parameter	x (such	as	Fermi	energy,	
electron	density,	randomness,	magnetic	field,	pressure,…….)

– In	insulating	phase,	

– In	metallic	phase,	

• Wegner’s	relation
• s: experimentally determined, ν:	numerically	

σ ≈ exp(−aL /ξ )  ,  ξ ∝ 1
(xc − x)ν

σ ∝ (x − xc )
s

s = (d − 2)ν

ξ
σ

xxc

Insulator Metal

d: dimension of the system



Anderson	localization	2
• Eigenfunctions are	exponentially	localized

Ψ(x) = a(x)exp − | x − x0 |
ξ

⎛
⎝⎜

⎞
⎠⎟

its distribution can then be performed yielding results entirely consistent with 

those for the Q1D localisation length (Slevin, Markos et al. 2001B Slevin, Markos et 

al. 2003). 

 

Figure 4: A plot of the wavefunction intensity near the band centre in a realization of the 2D Anderson 

model with box distributed random potential (W = 5) and lattice size 1000 × 1000. The colour indicates 

the logarithm of the wavefunction intensity (decreasing from red to blue). The plotted points support 

99% of the electron probability. Approximately 80% of the electron probability is supported on the 

red�green points. On the remaining sites the intensity is negligible. Periodic boundary conditions 

have been used. 

Another possibility is to diagonalize the Hamiltonian and examine either the 

statistics of the wavefunction or of the energy levels. In Figure 4 we show a typical 

Red-green, 80%.  Red-green-blue, 99%

|ψ (x, y) |2

Slevin –Ohtsuki ‘12



Strongly localized: W=35, 100x100x100 cubic lattice

log |ψ (x, y, z) |2



How	do	we	observe	the	AT	
experimentally?	

• Metal	insulator	transition	in	doped	semi-
conductor	à electron-electron	interaction	is	
inevitable.

• Sound	wave,	electromagnetic	wave	à
absorption	is	inevitable.	Even	if	the	
transmission	of	wave	decays	exponentially	
with	size	L,	T(L)〜exp(-L/λ),	this	may	be	due	to	
absorption.

New technique using cold atom systems



Matter	wave	(real	space)

19

Billy et al., Nature Vol 453 (2008) 891
Direct observation of 1d localization, 104 Rb atoms 

trapped in 0D

trapped in 1D



Wave	packet	dynamics
drψ 2 r2 =∫ r2 =

2dDt ∝ (x − xc )
s t (metal)

ξ 2 ∝ (xc − x)−2ν (insulator)

⎧
⎨
⎪

⎩⎪
= t k1 f ((x − xc )t

k2 )

⇒ k1 + sk2 =1  ,  k1 − 2νk2 = 0 ⇒ k1 =
2ν

s + 2ν
 ,  k2 =

1
s + 2ν

⇒ k1 =
2
d

,  k2 =
1
dν

, s = (d − 2)ν

TO, Kawarabayashi ‘97

Note: dynamical exponent z=d

= 𝑡/0𝐹
𝑡
𝜉3



Matter	wave	(momentum	space)

21

Mapping kicked rotor to 3D Anderson
model in momentum space

107 Cs atoms, 3.2 microkelvin

Chabe et al., PRL ’08

H = ε j j j +
j
∑ Vj ', j j ' j

j ', j
∑

(Anderson model in momentum space)



Critical	exponent	from	cold	atom	
systems

• Chabe et	al.	PRL	2008,	Lemarie et	al.,	PRA	2009, ,	Tian,	PRL	‘11	

Experimental estimate

insulating

metal



Still	actively	studied	field
Number of citations of papers that include “scaling theory of localiz(s)ation”,
“Anderson localiz(s)ation” or “Anderson transition” in titles. (Web of Science, 
August ‘17)

Scaling theory of localization
QHE, weak localization theory

50 years anniversary
Cold atom experiment
Topological insulators



Perturbation	theory
H=H0+V, V:	random	potential

Impurity potential

24

Fermi’s Golden rule

=C(r-r’)=C0δ(r-r’)

C(r-r’)



Kubo	formula
Calculates conductivity (in the presense of electric field) 
using states in equilibrium (without electric field).

Equation of motion for density matrix

33



For	conductivity,
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Example

36
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Green	function	expression	for	
conductivity

39

Static limit



|<GRGR>|, |<GAGA>|<< | <GRGA> |

Low temperature limit:
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Weak	localization	theory:
summation	of	maximally	crossed	diagrams

42

<V(r) V(r’)>imp=C(r-r’)



Assumption

Diffusion constant

44

Ω: volume



In 2D
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magnitude	of	WL	correction

Drude-Boltzmann value (classical)

weak localization correction (quantum)

The latter is small but singular.

equivalent to the fact that the mean free path >> Fermi wave length
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Spin-orbit	interaction	(c.f.	
topological	insulators)

or

48

For moving electron



Rashba	term

Unitary transformation 49



Weak	localization	in	the	presence	of	
Rashaba	term

Skipping the detail

50Increases with L infinitely!



Numerical	simulation

51
Asada ’06 Physica E



In	the	presence	of	magnetic	field

upper cutoff:
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Summary	of	WL	corrections

53

Note: For finite temperature T, L is replaced with T-p



Toward	strong	localization

• Weak	localization:	mean	free	path	is	much	
longer	than	the	Fermi	wave	length.

• When	they	become	comparable,	the	
Anderson	metal-insulator	transition	occurs.		
(Ioffe-Regel	criterion)

54



Scaling	theory	of	localization

Physical quantity

RG

RG

59

456
4789:

= 𝑓 𝐿
0
=𝜓?@7 = ℎ(𝑄C)



Anderson	transition

• Scaling	theory	of	localisation
– E.	Abrahams,	P.	W.	Anderson,	D.	C.	Licciardello,	and	T.	V.	Ramakrishnan,	PRL	42,	673	(1979).

• 𝛽-function

=E𝑑 − 2 = 𝜖, 𝑔 ≫ 1
log 𝑔, 𝑔 ≪ 1

• Critical	point

• Critical	exponent

d ln( )
d ln

gg
L

b =

( )d 1
d ln

cg

g
g

b
n

=

( ) 0cgb =

~ cx x nx -- Abrahams et al., PRL ‘79



Comments	on	the	scaling	theory

• if	we	assume	the	monotonic	behavior	of	beta-
function, g is	renormalized	to	0	in	2d,	hence	all	
the	states	are	localized.
– monotonicity	is	not	always	true:	QHE,	spin-orbit,	…

• Perturbative	expansion:	

𝑔 = 𝑔Q − 𝑎 log 𝐿	 − 𝑏	
log 𝐿
𝑔T

𝛽(𝑔) = −𝑎 −
𝑏
𝑔T = 𝑓(𝑔)
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Inequality	of	the	exponent	from	
single	parameter	scaling:	B.	Kramer	PRB	‘93

Using

62
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Due to normaliozation the 2nd term vanishes.

with

64

Chayes, Chayes, Fisher, Spencer:
PRL 1986, cf. Harris criterion
B. Kramer PRB ‘93

Very useful when checking the numerical calculations.
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Non-linear sigma model for spin system

Non-linear sigma model for disordered electron system:
Efetov: “Supersymmetry in Disorder and Chaos”, Cambridge Univ. Press

Q: 16 x 16 supermatrix or N x N c-number 



From	NLsM,	
1)	universality	classes
2)	higher	perturbative	expansion

66



Classification	of	the	Anderson	localization
(Hikami ’80,	Efetov et	al.	‘80)

• Classified	to	3	universality	classes	according	to	
whether	the	time	reversal	symmetry	(TRS)	and	
spin	rotation	symmetry	(SRS)	are	preserved	or	
not.（Wigner-Dyson	classes:	c.f.	random	matrix	theory）

– Broken	TRS	due	to	magnetic	field	or	magnetic	
impuritiesàUnitary	class

– TRS	but	no	SRS	due	to	spin-orbit	interaction	à
Symplectic class

– TRS	and	SRSàOrthogonal	class

67



10	universality	classes
(Altland-Zirnbauer,	PRB	‘97)

• Wigner-Dyson	classes	(3	classes)
– Unitary	(no	TRS,	SRS	irrelevant,	QHE)
– Orthogonal	(TRS+SRS)
– Symplectic (TRS	but	no	SRS,	QSH,	3D	TI)

• chiral	class	(3	classes)
– Wigner-Dyson	classes	+	chiral symmetry

• BdG class	(4	classes)
– TRS,	SRS

68



Borel-Pade approach

t=1/πg	(resistance),	

69

J. Phys. Soc. Jpn. Full Paper

critical exponent to incorporate this behaviour. One drawback of the method described in

Ref. 11 is that we obtain information only about the critical exponent and not about other

quantities that are of interest, such as the critical conductance, β-function etc. Another is

that it is not applicable to the symplectic universality class because no suitable series for the

critical exponent is available. Here, we show how to overcome these drawbacks by working

directly with the series for the β-function obtained in the ϵ-expansion. The essence of our

approach is again to supplement the ϵ-expansion by incorporating additional information,

i.e. Eq. (3). This is done by re-summing the series for the β-function in such a way that its

slope at its zero approaches two for d → ∞. Since the slope at the zero is the reciprocal

of the critical exponent we recover Eq. (3). We report the results of this approach for all

the Wigner-Dyson classes. This approach also has the advantage of concentrating attention

on the dimensionality dependence of the β-function. This suggests a simple way to estimate

the lower critical dimension of the symplectic universality class, which is an imprtant open

problem in the theory of Anderson localisation.

The paper is organized as follows. In Sect. 2 we recall the results of the ϵ-expansion for

the β-function of the Anderson localisation problem. In Sect. 3, we describe a re-summation

for the β-function and its application to the orthogonal, symplectic and unitary Wigner-Dyson

symmetry classes. In Sect. 4 we conclude.

2. β-function

In the effective field theory for the Anderson transition, a central role is played by the

β-function

β(t) = −
dt

d ln L
. (4)

Here, t(> 0) is proportional to the inverse of a suitable average g of the zero-temperature

conductances of an ensemble of d dimensional hypercubes of side L

t =
1

πg
. (5)

Here, g is in units of e2/h and includes the sum over spin degrees of freedom. The β-function

describes the renormalisation of the conductance with system size. A zero of the β-function

at some critical tc

β(tc) = 0 , (6)
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indicates the occurrence of the Anderson transition at the corresponding critical conductance

gc. The critical exponent ν is related to the derivative of the β-function at its zero

dβ

dt

∣

∣

∣

∣

∣

tc

= −
1

ν
. (7)

In the scaling theory of localisation,12) a different β-function, defined as

β(g) =
d ln g

d ln L
, (8)

is used. The two β-functions are related to each other by

β(g) =
β(t)

t
. (9)

Using this β-function the equation for the critical exponent becomes

dβ (g)

d ln g

∣

∣

∣

∣

∣

gc

=
1

ν
. (10)

Perturbation expansions for the beta functions have been calculated up to five loop order

using the ϵ-expansion method.13, 14) For orthogonal symmetry the result is

β(t) = ϵt − 2t2 − 12ζ(3)t5 +
27

2
ζ(4)t6 + O(t7) , (11)

for symplectic symmetry

β(t) = ϵt + t2 −
3

4
ζ(3)t5 −

27

64
ζ(4)t6 + O(t7) , (12)

and for unitary symmetry

β(t) = ϵt − 2t3 − 6t5 + O(t7) . (13)

From these expansions, for the orthogonal and unitary symmetry classes, the dimensional

dependence of the critical exponent as a series in powers of ϵ has been calculated by solving

Eq. (6) and then evaluating Eq. (7).

3. Re-summation of the β function

The central idea of our approach is to perform a Borel-Padé re-summation of the β-

function in such a way that the slope of the β-function at the critical point approaches a

positive constant A in high dimensions

dβ (g)

d ln g

∣

∣

∣

∣

∣

gc

→ A (ϵ → ∞) . (14)

Noting that all the β-functions found in the ϵ-expansion obey

β(g, ϵ) = ϵ + β(g, ϵ = 0) , (15)
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1. Introduction

The Anderson transition is a disorder driven zero temperature quantum phase transition

between a phase in which the electron motion is diffusive and a phase in which diffusion

is suppressed, a phenomena known as Anderson localisation.1–3) Similar to thermal phase

transitions,4) power law dependence of various physical quantities, referred to as critical phe-

nomena, are observed in the vicinity of the transition. The values of the critical exponents ap-

pearing in these power laws are expected to be universal, and to depend only on fundamental

properties of the system, such as its dimensionality d and the symmetries of its Hamiltonian.

For the Anderson transition the important symmetries are time reversal, spin rotation, chi-

ral, and particle-hole. There are ten symmetry classes.3) In this paper, we focus on the three

Wigner-Dyson symmetry classes where chiral and particle-hole symmetries are absent.

For the Anderson transition there are two independent exponents ν and z. The critical

exponent ν describes the power law divergence of the correlation length at the transition, i.e.

ξ = |x − xc|
−ν , (1)

(where x is the parameter that is varied to drive the transition, such as Fermi energy, dis-

order etc.) The dynamical exponent z appears in the power law describing the anomalous

diffusion of a wavepacket at the transition, i.e. the second moment of an initially localized

wavepacket grows with time T as T 2/z. For the Anderson transition it has been confirmed both

numerically5) and experimentally6) that z = d. However, apart from fractals in the orthogonal

symmetry class with dimensions very close to 2, the theoretical predictions for the critical

exponent ν obtained using an ϵ-expansion of the non-linear σ model (NLσM),7–10) which is

the field theory for the Anderson transition, are in poor agreement with numerical results.

This remains true even if the relevant series are re-summed using the Borel-Padé method.

The ϵ-expansion is a method that is expected to be reliable near two dimensions, i.e. as

ϵ → 0 where

ϵ = d − 2 . (2)

In a previous paper,11) we found that for the orthogonal symmetry class the agreement be-

tween the ϵ-expansion and numerical simulation results at finite epsilon is considerably im-

proved if the ϵ-expansion is supplemented by incorporating additional information about the

limiting behaviour of the critical exponent in high dimensions, namely

ν (ϵ)→
1

2
(ϵ →∞) . (3)

In Ref. 11 we showed how to modify the Borel-Padé re-summation of the series for the
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positive constant A in high dimensions

dβ (g)
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∣

∣

∣

∣

∣

gc
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Noting that all the β-functions found in the ϵ-expansion obey

β(g, ϵ) = ϵ + β(g, ϵ = 0) , (15)
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and since

gc → 0 (ϵ → ∞) , (16)

re-summing the β-function so that

β(g) ∼ A ln g (g→ 0) , (17)

will give the desired behaviour. If we set A = 2, this will give the correct behaviour for the

critical exponent ν as ϵ → ∞.

The reader may at this point object that the expected behaviour of the β-function in the

strongly localised regime is

β(g) ∼ ln g (g ≪ gc) , (18)

i.e, it would seem more natural to set A = 1 in Eq. (17). However, if we set A = 1, we will

inevitably obtain

ν (ϵ)→ 1 (ϵ →∞) . (19)

which is not correct. As long as we rely on the results of the ϵ-expansion, we are thus forced to

compromise. We set A = 2. The approximation for the β-function we obtain by doing so has

by construction the correct behaviour in the metallic regime and, as we shall demonstrate be-

low by direct comparison with a β-function obtained from a finite size scaling (FSS) analysis

of numerical simulation data, is a very reasonable approximation in the critical regime. The

price that must be paid is that our re-summation does not correctly describe the β-function in

the strongly localised regime. Since we focus here on the Anderson transition, i.e. the critical

regime, this is acceptable.

We now turn to the mechanics of how the re-summation is effected. The results of the

ϵ-expansion for the β-functions of the Wigner-Dyson classes have the following common

form,14)

β(t) = ϵt − t f (t) . (20)

Substituting this form into Eq. (7) we find

t
d f

dt

∣

∣

∣

∣

∣

tc

=
1

ν
. (21)

Since tc → ∞ as ϵ → ∞, the desired re-summation is one such that

t
d f

dt
→ A (t →∞) . (22)

To effect such a re-summation we differentiate the series for f , multiply by t and express the
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c1 ≃ 1.1422 + 0.1773i ,

c2 = c∗1 ,

c3 ≃ −0.2844 . (41)

The β-function is then approximated by Eq. (36). We plot the corresponding approximation

for the β-function of the scaling theory of localisation for the orthogonal symmetry class for

d = 3 in Fig. 1. In the figure, the dotted line corresponds to the β function obtained from

the perturbation series Eq. (11) without re-summation. The long and short dashed lines corre-

spond, respectively, to the Borel-Padé re-summation with A = 1 and A = 2. The solid line was

obtained from a finite size scaling analysis of data for the two-terminal Landauer conductance

obtained in simulations of Anderson’s model of localisation. (The details of the simulations

are described in Appendix B.) In the metallic region, all the approximations agree as required.

In the critical region, the series without re-summation is a poor approximation, while both the

Borel-Padé re-summations give reasonable approximations, with A = 2 slightly closer to the

FSS result. In the localised regime, we expect the β function to approach a straight line with

slope unity but it is evident that this regime will be reached only at much smaller conductance.

Ref. 11 numerical estimate

d gc ν ν ν

3 5.23 × 10−1 1.64 1.46 1.571 ± .004 Ref. 17

4 1.37 × 10−1 1.06 1.06 1.156 ± .014 Ref. 11

5 5.60 × 10−2 0.775 0.891 0.969 ± .015 Ref. 11

6 2.76 × 10−2 0.655 0.798 0.78 ± .06 Ref. 18

Table I. Approximate fixed points gc and critical exponents for the orthogonal symmetry class for d = 3, 4, 5

and 6 obtained using a re-summation of the β-function with A = 2. The approximations for the critical exponents

obtained in Ref. 11 as well as available numerical estimates are also listed.

In Table I we list the approximations for the critical exponent obtained with A = 2 for

d = 3, 4, 5 and 6 and compare these with numerical estimates obtained using FSS. For d = 3

and 4 the agreement is reasonable, but for d = 5 and 6 the agreement is slightly worse than

the method of Ref. 11.

In Table II, we list the approximations for the critical exponent obtained with A = 1.

Comparing with Table I, it’s clear that re-summation with A = 1 gives much poorer approx-

imations for the critical exponent. In Fig. 2, we compare the β-functions obtained using the

Borel-Padé re-summations in d = 6 with A = 1 and A = 2. In the strongly localised regime
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d gc ν Ref.22, 23)

2 1.2 × 10−1 0.874 2.73 ± .02

3 6.13 × 10−2 0.565 1.375 ± .008

4 3.64 × 10−2 0.492

5 2.26 × 10−2 0.466

6 1.42 × 10−2 0.459

Table III. Approximations for the critical exponents and fixed points gc for the symplectic symmetry class

from d = 2–6. For d ≥ 20 we find ν = 1/2 to the accuracy shown. Available numerical estimates are also listed.

stable fixed point. Numerical simulations on fractals have been reported that support the

existence of both these fixed points.24, 25) At the lower critical dimension these fixed points

annihilate each other and the value of the β-function at its maximum is zero

max β(g) = 0 . (44)

Making use of Eq. (15) we then obtain the following estimate for the lower critical dimension

of the symplectic symmetry class

dl ≈ 2 −max βS (g, ϵ = 0) . (45)

Treating the second term numerically, we find

dl ≃ 1.44 . (46)

If we perform the same calculation without using the Borel-Pade method to re-sum the series

we obtain

dl ≃ 1.55 . (47)

These predictions remain to be confirmed in future numerical work.

3.3 Application to the unitary symmetry class

For the unitary symmetry class we have

f (t) = 2t2 + 6t4 + O(t6), (48)

h(t) = −2 + 4t2 + 24t4 + O(t6), (49)

h̃(x) = −2 + 2x2 + x4 + O(x6). (50)

We use the [0/4] Padé approximation

r(x) = −
4

3x4 + 2x2 + 2
. (51)
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d Eq.(C·2) Eq.(C·3) gc ν Ref.26–28)

3 0.26 0.71 2.82 × 10−1 0.969 1.437[.426, .448]

4 0.1 0.58 1.27 × 10−1 0.687 1.1[.09, .12]

5 0.05 0.54 6.76 × 10−2 0.595

6 0.03 0.53 3.82 × 10−2 0.552

Table IV. The approximations for the critical exponent ν obtained with the standard Borel-Padé re-summation

Eq. (C·2), the Borel-Padé re-summation following the method of Ref. 11, i.e. Eq. (C·3), and the Borel-Padé re-

summation of the β-function, described in Sect. 3, for the unitary symmetry class for d = 3, 4, 5 and 6. For the

latter, the estimates of the fixed points gc are also given. The available numerical estimates are also listed.

4. Discussion

We have suggested a Borel-Padé re-summation of the β-function for the Anderson locali-

sation problem in the Wigner-Dyson symmetry classes. This work extends and complements

the approach in Ref. 11. By focusing on the β-function we were able to make predictions for

quantities such as, for example, the critical conductance that were not possible when working

with the series for the critical exponent. We were also able to make a prediction for the lower

critical dimension of the symplectic symmetry class. It should be possible to check these

predictions in future numerical simulations.

Ideally, we would like to be able to re-sum the series for the β-function so that it has

the correct form and dimensionality dependence not only in the metallic regime and at the

critical point but also in the localised regime. While this problem remains to be solved, we

think the general idea of supplementing the ϵ-expansion, which is valid near two dimensions,

with additional results for higher dimensions and interpolating between them is promising.
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What	is	analytically	known

• Weak	localization	corrections:	experimentally	
verified

• Existence	of	the	Anderson	transition
• inequalities	and	limiting	behavior	for	the	
exponent,	ν≧2/d,	ν(d=∞）=1/2

• NLσM
– higher	order	perturbation+Borel-Pade
– universality	classes

• Conformal	invariance	à next	lecture
76



Simulating	Anderson	transition
• Analytic	approach	(ε(=d-2)-expansion)	to	estimate	the	
critical	exponent	fails.
– Without	proper	BP	even	violates	Chayes et	al.’s	inequality

• To	confirm	the	classification	to	universality	classes,	the	
critical	exponent	should	be
– the	same	for	the	same	universality	classes	(within	error	
bars)

– different	for	different	universality	classes
• In	fact,	the	critical	exponents	are	close	to	each	other	
even	for	different	universality	classes.
– High	precision	raw	data	sets	are	needed.
– Corrections	to	single	parameter	scaling	should	be	taken	into	
account.	



Universality class
Uni.Ort. Sym.

ν

1.5

1.4

Low accuracy calculation, 1980’s

Universality class
Uni.Ort. Sym.

ν

1.5

1.4

High accuracy but incorrect analyses,
early 1990’s

1.3

1.3



Universality class
Uni.Ort. Sym.

ν

1.5

1.4

High accuracy with correct analyses

To confirm the universality of AT
and the concept of universality class 



Anderson	Model
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In magnetic fields

In the presence of spin-orbit interaction

Non-interacting, random Hamiltonian

H = ε j j j +
j
∑ Vj ', j j ' j

j ', j
∑   ,    −W

2
< ε j <

W
2

H = ε j j,σ j,σ +
j,σ
∑ Vj ',σ ', j,σ j ',σ ' j,σ

j ', j,σ ,σ '
∑

SU(2) matrix



Lyapunov exponent
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ψn+1

Vn+1,nψn
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⎝ 
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⎟ = Tn

ψn

Vn,n−1ψn−1
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Eψn = Hnψn +Vn,n+1ψn+1 +Vn,n−1ψn−1
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n-1      n n+1

ψ n ≈ exp − n
ξq1D (L)

⎛

⎝⎜
⎞

⎠⎟



Scaling	analysis	of	Lyapunov exponents

• Properties	of	T:	psudounitarity
– Reciprocal	pairs	of	eigenvalues	for	T+T,	+- pairs	of	
Lyapunov exponents

• MacKinnon-Kramer	(MK)	parameter	(MacKinnon-
Kramer,	’81	PRL,	’83	Z.	Phys.,	Pichard-Sarma,	’81	 J.	Phys.	C)

– Quasi-1D	localization	length=1/smallest	LE,	
normalized	by	the	dimension	L

T +Σ2T = Σ2    ,    Σ2 =
0 −IN
IN 0

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

Ω = lnT +T ⇒ {ν1,ν2,,νN ,−νN ,,−ν1}⇒ λi =
ν i

2Lz

Λ =
ξq1D

L
= 1
λNL

  ,  Γ=λNL



Actual	calculation	of	Lyapunov
exponent

• Product	of	the	transfer	matrices	causes	
unstable	numerical	estimate.

• We	need	to	make	QR	decomposition	every	l
(typically	10)	times.

102 9 Lyapunov Exponents

For large L, using (??), we see that the sum is dominated by its first term

Mai ≈
(
exp

(ν1

2

)
v†

1ai

)
u1 . (9.37)

Thus, as L increase all the columns of MQ0 become ever closer to being
parallel. Since real arithmetic on a computer is subject to round–off error, the
QR factorization will eventually fail.

The failure of the QR factorization for large L can be avoided by perform-
ing additional QR factorizations after every l transfer matrix multiplications.
The value of l should be chosen to be small enough to allow the computer to
perform the QR factorization at each stage reliably. For simplicity lets suppose
that the length L is a multiuple of l, so that

L = p l , (9.38)

where p is an integer. (This is not a particularly onerous condition in practice.)
The calculation is then performed in stages as follows

Ml · · ·M1Q0 = Q1R1

M2 l · · ·Ml+1Q1 = Q2R2

...
ML · · ·M(p−1) l+1Qp−1 = QpRp . (9.39)

The matrix MQ0 can then be written as

MQ0 = QpRp · · ·R1 . (9.40)

The QR factorization of MQ0 is thus given by

Q = Qp , (9.41)

and
R = Rp · · ·R1 . (9.42)

This product of R matrices need never actually be calculated. Since the R’s
are upper triangular, we have

Rii =
p∏

j=1

(Rj)ii . (9.43)

To estimate the Lyapunov exponent using (??) we need only calculate

ln Rii =
p∑

j=1

ln (Rj)ii . (9.44)

The estimate of the Lyapunov exponent is then
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Lyapunov exponent is the inverse of the quasi-one dimensional localisation length,
i.e.

γM =
1

λ
(1.24)

where we have assume that the exponents are labelled in decreasing order.
Some typical high precision numerical data for the Anderson model obtained

using the transfer matrix method are shown in Figure 1.1. For weak disorder Γ
decreases, which indicates that in the three dimensional limit the system is in the
metallic phase. For strong disorder Γ increases, which indicates that in the three
dimensional limit the system is now in the localised phase. At the critical disorder,
we see that Γ is independent of system size. Note that a transient behaviour for
small system sizes is clearly resolved, which must be taken into account by including
corrections to scaling when fitting the numerical data.

Fig. 1.1. Numerical data for the three dimensional Anderson model with box distributed random
potential, width W = 15 − 18 in steps of 0.1. The precision of the data is 0.1%. The lines are a
finite size scaling fit that includes corrections to scaling.

Γ(L) = F(L /ξ ) = f (L1/ν (W −Wc )) =
L2−d  (delocalized, metal)

Γc  (critical)
L /ξ  (localized, insulator)

⎧

⎨
⎪⎪

⎩
⎪
⎪

Properties	of	MK	parameter

Kramer et al. 2010 Slevin-Ohtsuki 2012

Wc

Wc
L

L



Comments	on	the	simulation
• To	achieve	a	few	percent	accuracy	of	critical	exponents,	
typically	0.2	to	0.05	%	accuracy	is	required	for	raw	data.

• With	such	high	accuracy,	deviation	from	single	
parameter	scaling	is	observed.

• For	3d,	the	computation	time	is	proportional	to	L7,	while	
for	2d,	it	is	L4.

• Accuracy	of	data	should	be	of	the	same	order.
– If	the	accuracy	of	raw	data	for	small	system	is	high,	while	it	
is	low	for	large	system,	the	weight	of	small	system	data	
becomes	much	bigger	in	the	chi	square	analysis.

• Nonlinear	fitting	is	involved.		The	confidence	intervals	of	
critical	exponents	are	estimated	by
– Bootstrap	method
– Psuedo-data	sets	analysis



Analysis	of	MK	parameter

• Single	parameter	scaling

– plus	irrelevant	variables
– We	don’t	know	urel, uirr, f

Λ = f (L1/νurel ) = F(L /ξ )  ,  ξ ∝ 1
urel
ν  , urel = urel (E,W )

Λ = f (L1/νurel,L
yuirr )  , y < 0

f (L1/νurel,L
yuirr ) =f0 (L1/νurel )+ L

yuirr f1(L
1/νurel )+ (Lyuirr )

2 f2 (L1/νurel )+
f0 (L1/νurel ) = f00 + f01L

1/νurel + f02 (L1/νurel )
2 +

urel (E,W ) = u1
W −Wc

Wc

⎛
⎝⎜

⎞
⎠⎟
+ u2

W −Wc

Wc

⎛
⎝⎜

⎞
⎠⎟

2

+

uirr (E,W ) = u '0+ u '1
W −Wc

Wc

⎛
⎝⎜

⎞
⎠⎟
+ u '2

W −Wc

Wc

⎛
⎝⎜

⎞
⎠⎟

2

+



single	parameter	behavior	of	Γ=1/Λ
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irrelevant variable. To check whether the inclusion of
nonlinearity in the scaling variables affects the estimate of
the critical parameters we narrowed the disorder range
considered and fitted the data again. The results are entirely
consistent with the fit of the full data set. To check if the
inclusion of irrelevant scaling variables influences the
estimation of the critical exponent we excluded smaller
system sizes and fitted the data again without such
corrections. Again the results are entirely consistent with
the fit of the full data set. Full details of these checks are
given in the tables. We present the demonstration of single
parameter scaling in Fig. 3.

4.2 4D
We show the finite size scaling fit in Fig. 2 and give the

details in Tables I and II. We found that it was not necessary
to include corrections to scaling due to irrelevant variables.
Again we also performed fits on a narrower disorder range,
and also with smaller system sizes excluded. In both cases we
found results that were entirely consistent with the fit of the
full data set. We present the demonstration of single
parameter scaling in Fig. 4.

5. Discussion

For 3D, in a previous study28) we found ! ¼ 1:43 " :04 for
a system in a uniform magnetic field. The estimate for the
critical exponent that we obtained here is consistent with that
and also more precise. In that work, which was also a transfer
matrix study of Lyapunov exponents, we also estimated the
quantity !c which is the inverse of "c. Translating the result
of our previous work for easier comparison, we find
"c ¼ 1:760 " :004. There is a clear discrepancy (≈3%) with
the estimate obtained here. This is unexpected since this

value is expected to be universal, i.e., to depend only on
dimensionality and symmetry class and not on the details of
the model considered. A possible explanation for this is the
smaller system sizes used, and the neglect of corrections to
scaling, in our previous work. Another possibility is that "c is
affected slightly by the anisotropy29) introduced by the
magnetic field. Another explanation would be a violation of
universality but we think it unlikely.

We have also applied the scaling method proposed by
Harada30,31) to our data. In Harada’s method the scaling
function is expressed as a Gaussian process rather than a
polynomial. Since the non-linearity of the scaling variables
[higher order terms in Eq. (15)] is neglected in that approach,
we restricted the range of disorder as described in Table I.
We have confirmed that the estimates of the critical disorder
and critical exponent are consistent with the estimates based
on the polynomial expansion.

Recently Ujfalusi and Varga13) reported a multifractal
finite size scaling analysis of wave functions obtained by
large scale diagonalization of models in the three Wiger-
Dyson symmetry classes in 3 dimensions. They report
! ¼ 1:424½:407; :436$ for a model with a uniform magnetic
field in reasonable agreement with our result here.

So far we are unaware of any other reports of estimates of
the critical exponent for the Anderson transition in the unitary
Wigner–Dyson class in 4D.

Before concluding, we mention that the difference in the
value of the exponents between different symmetry classes
becomes smaller as dimension increases. That is, ! % 1:57
for the 3D orthogonal class7) is about 10% larger than the
current estimate for the 3D unitary class ! % 1:44, while the
difference between the 4D orthogonal class ! % 1:15632) and
4D unitary class ! % 1:11 is less than 5%. This is consistent
with the limit of infinite dimensions, where all the Wigner–
Dyson classes are expected to show ! ¼ 1=2.

Table II. The results of the finite size scaling analyses. Details of the fits are given in the corresponding row of Table I.

Wc "c ν y

3D 18:832½:828; :836$ 1:805½:803; :808$ 1:443½:437; :449$ &3:1½&3:9;&2:4$
18:835½:829; :842$ 1:807½:804; :812$ 1:433½:402; :469$ &2:6½&3:7;&1:8$
18:830½:827; :833$ 1:804½:802; :806$ 1:443½:437; :449$

4D 37:45½:41; :49$ 2:785½:771; :800$ 1:11½:09; :12$
37:46½:41; :52$ 2:786½:768; :806$ 1:12½:05; :18$
37:44½:35; :53$ 2:778½:730; :820$ 1:14½:11; :17$

Fig. 3. The numerical data with the corrections to scaling subtracted
(circles) are plotted versus the relevant scaling variable. The scaling function
F1 (sold line) is also shown. The plot demonstrates the collapse of all the data
onto a single curve that is required by the single parameter scaling hypothesis.

Fig. 4. The numerical data (circles) are plotted versus the relevant scaling
variable. The scaling function F (sold line) is also shown.
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When corrections due to irrelevant variables could not be
neglected, we fitted the data to the equation

! ¼ Fð!1;!2Þ: ð10Þ

Here, !1 and !2 are scaling variables

!i ¼ uiL
"i ; ui ¼ uiðwÞ; i ¼ 1; 2; ð11Þ

and

w ¼ W $Wc: ð12Þ

The first of these variables !1 is a relevant scaling variable
whose size dependence is related to the critical exponent ν

# ¼ 1

"1
: ð13Þ

The second of these variables is an irrelevant scaling
variable that permits corrections to scaling due to irrelevant
scaling variables to be taken into account in an approximate
manner. The size dependence is described by an irrelevant
exponent

y % "2 < 0: ð14Þ

The scaling variables are expanded in powers of w

uiðwÞ ¼
Xmi

j¼0
bi; jw

j; ð15Þ

which allows us to take account of possible nonlinearity of
the scaling variables in the disorder W. For the relevant
scaling variable we must have

u1ðw ¼ 0Þ ¼ 0; ð16Þ

so we fix b1;0 ¼ 0. The scaling function is expanded in
powers of the scaling variables

F ¼
Xn1

j1¼0

Xn2

j2¼0
aj1; j2!

j1
1 !

j2
2 : ð17Þ

To avoid ambiguity in the definition of the fit we fix

a1;0 ¼ a0;1 ¼ 1: ð18Þ

The constant term, the value of which is expected to be
universal, is denoted

!c % a0;0: ð19Þ

The orders of the expansions are defined by four integers m1,
m2, n1, and n2. The quality of the fit to the data is assessed
using the $2 statistic and by calculating the goodness of fit
probability. We systematically performed fits for various
orders of the expansions. After rejecting fits for which the
goodness of fit was too small, typically Q & 0:1, we chose
the fit with smallest number of parameters for which the
estimation of the parameters was stable against increase in
the orders of the expansions. In each case, to determine the
precision of the estimates of the fitted parameters we
generated 400 synthetic data sets and determined 95%
confidence intervals from the fits to these synthetic data sets.
We refer the reader to Sect. 2.5 of Ref. 7 for further details.
In comparison with that reference, we use slightly different
definition of w. This change of definition can be absorbed in
a redefinition of the coefficients bi; j and has no effect on the
fit.

We demonstrated single parameter scaling graphically as
follows. First, if necessary, we subtract from the data the
corrections arising from irrelevant variables, i.e., for each
data point we calculate

"ðW;LÞ ¼ Fð!1;!2Þ $ Fð!1; 0Þ; ð20Þ

and then subtract this from the data point

!correctedðW;LÞ ¼ !ðW;LÞ $ "ðW;LÞ: ð21Þ

We then plot the data versus !1. In addition, we plot the
curve

F1ð!1Þ ¼ Fð!1; 0Þ; ð22Þ

on the same figure. If the data obey single parameter scaling,
all the data should collapse (within the precision of the data)
onto this curve.

4.1 3D
We show the finite size scaling fit in Fig. 1 and give the

details in Tables I and II. We found that it was not possible to
fit the full data set without including a correction due to an

Fig. 2. Numerical data (circles), and their standard errors, from which we
estimated the critical parameters for the U(1) model in 4D. We also show the
finite size scaling fit (sold lines).

Table I. The range of data, the orders of the expansions, the total number of data ND, the number of parameters NP, the value of $2
min obtained for the best fit,

and the corresponding goodness of fit probability Q.

W L Orders of expansions ND NP $2min Q

3D All All m1 ¼ 2, m2 ¼ 0, n1 ¼ 2, n2 ¼ 1 171 10 165.5 ≈0.4
½18:5; 19:4( All m1 ¼ 1, m2 ¼ 0, n1 ¼ 3, n2 ¼ 1 70 11 50.6 ≈0.8
All 12; 16; 24; 32 m1 ¼ 2, n1 ¼ 2 96 6 80.9 ≈0.7

4D All All m1 ¼ 2, n1 ¼ 3 134 7 144.2 ≈0.15
½36; 39( All m1 ¼ 1, n1 ¼ 3 50 6 56.4 ≈0.1
All 12; 16; 20; 24 m1 ¼ 2, n1 ¼ 3 70 7 79.1 ≈0.1

J. Phys. Soc. Jpn. 85, 104712 (2016) K. Slevin and T. Ohtsuki
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=L1/ν urel

3D unitary
4D unitary

Corrections to scaling, smaller for higher dimensions like 4D.
Slevin-Ohtsuki, ‘16 JPSJ



Critical	exponents	for	the	Anderson	transitions	
(note:	𝜈 ≥ &

4
)

3D

2D

88

Universality	class ν
orthogonal 1.57±0.01
unitary 1.44±0.01
symplectic 1.37±0.01

Universality	class ν
Unitary	(QHE) 2.59±0.01
symplectic 2.75±0.01

4D
Universality	class ν
orthogonal 1.156±0.014
unitary 1.12±0.05
symplectic ???



Wave	function	multifractality
• At	plateau-plateau	transition	(Landau	band	center),	localization	

length	diverges	à scale	invariance	and	self-similarity.
• Due	to	random	nature	of	systems,	self-similarity	is	observed	as	

multifractality.

248 B. Kramer et al. / Physics Reports 417 (2005) 211–342

Fig. 12. Squared amplitude of a critical wave function in a Chalker–Coddington network of 256 × 256 saddle points. Darker
areas denote lower square amplitude. No characteristic lengths scale can be identified (figure taken from [138]).

system size, the energy level spacing s (in units of the mean level spacing) is given approximately by the
distribution function

P(s) ∝ s!e−A(!)s2 . (138)

This is often denoted as the Wigner surmise. The value of the parameter ! (=1, 2, 4) is determined by
the symmetry of the system. The value of the constant A depends on !. When the system has both time
reversal and spin rotation symmetry, !=1. This is called the orthogonal symmetry class. If the system has
only time reversal symmetry but spin rotational symmetry is broken by spin–orbit interaction, !=4. This
characterizes the symplectic class where level repulsion is strongest. If ! = 2, time reversal symmetry is
broken, irrespectively of whether or not spin rotational symmetry is present. This is the unitary symmetry
class. Symmetries classes are indeed very important ingredients for characterizing the universal properties
of a quantum phase transitions. We will discuss this in more detail later in Section 9.
On the other hand, when the states are localized, the correlations between eigenenergies vanish in

the limit of large system size. Then, the level spacing distribution P(s) is Poissonian, P(s) = exp(−s).
When the system size is finite, the correlations between energy values are still present and the spacing
distribution deviates from the Poissonian. The deviation from the limit of infinite system size can be

Simple fractal multifractal



Multifractal analysis
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FIG. 1. (Color online) Wave functions for the 3D Anderson model near the band center (E = 0) for a system of size L3 = 1203. From
left to right, we move from the metallic phase through the transition to the insulating phase, as the degree of disorder increases: (a) W = 15,
(b) W = 16.5, and (c) W = 18. Sites contributing to 98% of the wave function’s norm (from large to small values) are shown as cubes whose
volume is proportional to |ψi |2. The color and opacity of the cubes is chosen according to the value of − logL |ψi |2. The top plot shows the
cumulative norm of the wave function as a function of the cut-off value considered for − logL |ψi |2. Vertical dashed lines mark the minimum and
maximum values of |ψi |2 occurring in the wave-function plots, which are (a) 9.4 × 10−8 ! |ψi |2 ! 0.0035, (b) 1.4 × 10−7 ! |ψi |2 ! 0.015,
and (c) 1.0 × 10−6 ! |ψi |2 ! 0.18. The opacity and color scales are indicated below the cumulative norm plot.

indicated in Table I. In Fig. 1 we show some wave functions
for L = 120 around the critical point.

III. SCALING LAWS FOR GENERALIZED
MULTIFRACTAL EXPONENTS AROUND

THE CRITICAL POINT

A. Multifractality at the critical point

It is known that the eigenstates of the 3D Anderson model
(1) exhibit multifractal fluctuations at the critical point.1,10,11

Here, we recapitulate briefly the basics of multifractal analysis.

TABLE I. Average number of uncorrelated wave functions ⟨N ⟩
considered for each disorder W for each system size L. The maximum
and minimum numbers of states for a given W are shown in brackets
for each L. A total of 17 disorder values in the interval [15,18] were
considered.

L ⟨N ⟩ (Nmax,Nmin)

20 5138 (5006, 5374)
30 5079 (5011, 5143)
40 5168 (5012, 5351)
50 5042 (5005, 5125)
60 5027 (5009, 5082)
70 5032 (5010, 5058)
80 5028 (5013, 5048)
90 5083 (5006, 5328)
100 5024 (5020, 5041)
110 4331 (4214, 4589)
120 3103 (3000, 3757)

To analyze the multifractal properties of wave functions in
d dimensions of a system of size L, we coarse-grain the wave
function intensity on a scale l < L. The system is partitioned
into (L/l)d boxes of volume ld . A probability

µk ≡
∑

j∈box k

|ψj |2, (2)

is defined for each box k. It is more convenient to work with a
related random variable α, defined by

α ≡ ln µ

ln λ
, (3)

rather than directly with the box probability µ. Here, λ is the
ratio of the box size l to the system size L

λ ≡ l

L
. (4)

Multifractality means that if we count the number of boxes
N (α) for which the value of the random variable α falls in a
given small interval [α,α + $α], this number scales with λ as

N (α) ∼ λ−f (α), (5)

in the limit that λ → 0, i.e., that these boxes form a fractal
with a fractal dimension f (α) that depends on α. The set of all
fractal dimensions f (α) is known as the multifractal spectrum.

Generalized inverse participation ratios (GIPR) or q mo-
ments are obtained by summing over the boxes

Rq ≡
∑

k

µ
q
k . (6)
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FIG. 1. (Color online) Wave functions for the 3D Anderson model near the band center (E = 0) for a system of size L3 = 1203. From
left to right, we move from the metallic phase through the transition to the insulating phase, as the degree of disorder increases: (a) W = 15,
(b) W = 16.5, and (c) W = 18. Sites contributing to 98% of the wave function’s norm (from large to small values) are shown as cubes whose
volume is proportional to |ψi |2. The color and opacity of the cubes is chosen according to the value of − logL |ψi |2. The top plot shows the
cumulative norm of the wave function as a function of the cut-off value considered for − logL |ψi |2. Vertical dashed lines mark the minimum and
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and (c) 1.0 × 10−6 ! |ψi |2 ! 0.18. The opacity and color scales are indicated below the cumulative norm plot.

indicated in Table I. In Fig. 1 we show some wave functions
for L = 120 around the critical point.

III. SCALING LAWS FOR GENERALIZED
MULTIFRACTAL EXPONENTS AROUND

THE CRITICAL POINT

A. Multifractality at the critical point

It is known that the eigenstates of the 3D Anderson model
(1) exhibit multifractal fluctuations at the critical point.1,10,11

Here, we recapitulate briefly the basics of multifractal analysis.

TABLE I. Average number of uncorrelated wave functions ⟨N ⟩
considered for each disorder W for each system size L. The maximum
and minimum numbers of states for a given W are shown in brackets
for each L. A total of 17 disorder values in the interval [15,18] were
considered.

L ⟨N ⟩ (Nmax,Nmin)

20 5138 (5006, 5374)
30 5079 (5011, 5143)
40 5168 (5012, 5351)
50 5042 (5005, 5125)
60 5027 (5009, 5082)
70 5032 (5010, 5058)
80 5028 (5013, 5048)
90 5083 (5006, 5328)
100 5024 (5020, 5041)
110 4331 (4214, 4589)
120 3103 (3000, 3757)

To analyze the multifractal properties of wave functions in
d dimensions of a system of size L, we coarse-grain the wave
function intensity on a scale l < L. The system is partitioned
into (L/l)d boxes of volume ld . A probability

µk ≡
∑

j∈box k

|ψj |2, (2)

is defined for each box k. It is more convenient to work with a
related random variable α, defined by

α ≡ ln µ

ln λ
, (3)

rather than directly with the box probability µ. Here, λ is the
ratio of the box size l to the system size L

λ ≡ l

L
. (4)

Multifractality means that if we count the number of boxes
N (α) for which the value of the random variable α falls in a
given small interval [α,α + $α], this number scales with λ as

N (α) ∼ λ−f (α), (5)

in the limit that λ → 0, i.e., that these boxes form a fractal
with a fractal dimension f (α) that depends on α. The set of all
fractal dimensions f (α) is known as the multifractal spectrum.

Generalized inverse participation ratios (GIPR) or q mo-
ments are obtained by summing over the boxes

Rq ≡
∑

k

µ
q
k . (6)
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FIG. 1. (Color online) Wave functions for the 3D Anderson model near the band center (E = 0) for a system of size L3 = 1203. From
left to right, we move from the metallic phase through the transition to the insulating phase, as the degree of disorder increases: (a) W = 15,
(b) W = 16.5, and (c) W = 18. Sites contributing to 98% of the wave function’s norm (from large to small values) are shown as cubes whose
volume is proportional to |ψi |2. The color and opacity of the cubes is chosen according to the value of − logL |ψi |2. The top plot shows the
cumulative norm of the wave function as a function of the cut-off value considered for − logL |ψi |2. Vertical dashed lines mark the minimum and
maximum values of |ψi |2 occurring in the wave-function plots, which are (a) 9.4 × 10−8 ! |ψi |2 ! 0.0035, (b) 1.4 × 10−7 ! |ψi |2 ! 0.015,
and (c) 1.0 × 10−6 ! |ψi |2 ! 0.18. The opacity and color scales are indicated below the cumulative norm plot.
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!q = q" − f!"", q = f!!"", " = !q! . !2.34"

The meaning of the function f!"" is as follows: it is the
fractal dimension of the set of those points r where the
eigenfunction intensity is ##2!r" # $L−". In other words,
in a lattice version of the model the number of such
points scales as Lf!"" !Halsey et al., 1986".

General properties of !q and f!"" follow from their
definitions and the wave-function normalization:

!i" !q is a nondecreasing, convex function !!q!$0, !q"
%0", with !0=−d, !1=0; and

!ii" !ii" f!"" is a convex function %f "!""%0& defined on
the semiaxis "$0 with a maximum at point "0
!corresponding to q=0 under the Legendre trans-
formation" and f!"0"=d. Further, for the point "1
!corresponding to q=1" we have f!"1"="1 and
f!!"1"=1.

If one formally defines f!"" for a metal, it will be con-
centrated in a single point "=d, with f!d"=d and f!""
=−& otherwise. On the other hand, at criticality this
“needle” broadens and the maximum shifts to a position
"0'd, see Fig. 1.

3. Weak multifractality: Approximately parabolic spectrum

One situation in which the !q spectrum can be evalu-
ated analytically is the regime of weak multifractality,
when the critical point is, in a sense, close to a metal.
This happens, in particular, for the Anderson transition
in 2+( dimensions with ()1, see Sec. II.C.6, and in the
PRBM model with b*1, see Sec. III.B. In this situation,
one finds generically a spectrum of the form

!q ' d!q − 1" − +q!q − 1", + ) 1, !2.35"

i.e., the anomalous dimension ,q'+q!1−q". !We re-
mind the readers that ,0=,1=0 by definition." The ap-
proximation !2.35" is valid in general as long as the sec-
ond term !,q" is small compared to the first one, i.e., for
q)d /+. After the Legendre transformation Eq. !2.35"
yields

f!"" ' d −
!" − "0"2

4!"0 − d"
, "0 = d + + . !2.36"

In some specific cases, the parabolic form of the spec-
trum !2.35" and !2.36" is not an approximation but rather
an exact result. This happens, in particular, for the ran-
dom vector potential model, see Sec. VI.G.3. Note that
exact parabolicity cannot extend to all q: at qc= !d
++" /2+ the derivative !q! becomes zero !i.e., the corre-
sponding "=0", so that !q should stay constant for larger
q. We discuss this issue, known as “termination” of the
multifractal spectra, in Sec. II.C.7.

4. Symmetry of the multifractal spectra

Recently the multifractal exponents for the Wigner-
Dyson classes were shown !Mirlin et al., 2006" to satisfy
an exact symmetry relation5

,q = ,1−q, !2.37"

connecting exponents with q-1/2 !in particular, with
negative q" to those with q'1/2. In terms of the singu-
larity spectrum, this implies

f!2d − "" = f!"" + d − " . !2.38"

The analytical derivation of Eqs. !2.37" and !2.38" is
based on the supersymmetric . model; it has been con-
firmed by numerical simulations on the PRBM model
!Mildenberger, Subramaniam, et al., 2007", see Fig. 2 and
Sec. III, and the 2D Anderson transition of the symplec-
tic class !Mildenberger and Evers, 2007; Obuse, Subra-
maniam, et al., 2007", Sec. VI.B, and, most recently, on
the IQHE !Evers et al., 2008; Obuse, Subramaniam,
et al., 2008" and 3D Anderson !Rodriguez et al., 2008;
Vasquez et al., 2008" transitions.

5. Role of ensemble averaging

a. Average vs typical spectra

It should be stressed that the definition !2.27" of !q is
based on the ensemble-averaged IPRs (Pq). On the
other hand, until recently most numerical studies of mul-
tifractality dealt with properties of a single representa-
tive wave function. This corresponds to an analysis of
the typical IPR,

Pq
typ = exp(ln Pq) . !2.39"

Similar to Eq. !2.27", one can define the exponents !q
typ,

5If the multifractal spectrum possesses a termination
!nonanalyticity" point qc, Sec. II.C.7, the status of the relation
!2.37" beyond this point is not clear.

FIG. 1. Schematic plot of the multifractal spectrum f!"". A
metal is represented by a “needle,” i.e., f!"" having zero width,
at "=d. At criticality f!"" acquires a finite width and the apex
shifts to "0'd. The negative parts of f!"" !gray area" corre-
spond to rare events—values of the wave-function amplitude
that typically do not occur in a single sample.
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Conformal	invariance?
• LE	(Γc)	in	quasi	1D	is	related	to	2D	correlation	
function	if	conformal	invariance	exists.

• 2D	correlation	reflects	multifractality of	w.f.
• The	proposal	by	Janssen	(‘98)

• In	reality,	estimate	of	y, varies	from	-0.6	to	-
0.2,	so it	is	very	difficult	to	estimate	Γc

Γc = limN→∞
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Static disorder in a noninteracting gas of electrons confined to two dimensions can drive a continuous
quantum !Anderson" transition between a metallic and an insulating state when time-reversal symmetry is
preserved but spin-rotation symmetry is broken. The critical exponent ! that characterizes the diverging
localization length and the bulk multifractal scaling exponents that characterize the amplitudes of the critical
wave functions at the metal-insulator transition do not depend on the topological nature of the insulating state,
i.e., whether it is topologically trivial !ordinary insulator" or nontrivial !a Z2 insulator supporting a quantum
spin Hall effect". This is not true of the boundary multifractal scaling exponents, which we show !numerically"
to depend on whether the insulating state is topologically trivial or not.
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I. INTRODUCTION

It has long been known that the metallic state of a two-
dimensional gas of noninteracting electrons is robust to suf-
ficiently weak static disorder when time-reversal symmetry
!TRS" is preserved but spin-rotation symmetry !SRS" is
broken.1 Increasing the disorder strength relative to the
Fermi energy induces a continuous quantum !Anderson"
transition to an insulating state. The bulk properties of this
metal-insulator transition have been well characterized nu-
merically when the insulating state is topologically trivial.2–4

It has been realized only in the last few years that there
are two distinct classes of time-reversal-invariant !band" in-
sulators: Z2 topologically trivial and nontrivial insulators.
The Z2 topological insulator in two dimensions supports a
helical edge state which is a Kramers pair of counterpropa-
gating gapless excitations.5,6 This helical edge state is re-
sponsible for the quantum spin Hall !QSH" effect: An elec-
tric field induces a spin accumulation on the edges transverse
to the direction of the electric field.5,6 The QSH effect has
been observed in HgTe/!Hg,Cd"Te quantum wells.7,8 Just as
edge states in the integer quantum Hall effect are stable
against disorder, the helical edge state in a Z2 topological
insulator survives impurity scattering as long as the bulk
energy gap is open and the TRS is preserved.9,10 This implies
that, even in the presence of disorder, time-reversal-invariant
insulators can be classified into two distinct classes, Z2 topo-
logical and nontopological !ordinary" insulators, according to
the presence or absence of a helical edge state.

It is then natural to ask11 whether the transition between
the metallic and the QSH insulating states belongs to a uni-
versality class different from that of the !ordinary" two-
dimensional symplectic universality class discovered in Ref.
1. It was shown in Ref. 12 that the answer is negative for the
scaling exponent ! of the diverging localization length upon
approaching the Anderson transition from the insulating
sides. In this paper, we show numerically that there are
boundary multifractal scaling exponents13 that are sensitive
to the presence or absence of a helical edge state on the
insulating side of the transition.

We review in Sec. II the definition of the two-dimensional
network model introduced in Ref. 12 that encodes the tran-
sition between the metallic and QSH insulating states, as
well as the transition between the metallic and the ordinary
insulating states in the two-dimensional symplectic univer-
sality class. The latter transition is conventionally studied
using the two-dimensional tight-binding model introduced in
Ref. 2, which is also briefly reviewed. The phase diagram for
the network model is reviewed, and the relevance of bound-
ary conditions to the presence or absence of helical edge
states is discussed in Sec. III. The dependence of the local-
ization length on transverse boundary conditions in quasi-
one-dimensional geometries is discussed in Sec. IV. Bound-
ary multifractal scaling exponents in the network model are
calculated numerically in Sec. V. Corner multifractal scaling
exponents in the network model are investigated analytically
in Sec. VI. We conclude with Sec. VII.

II. NETWORK MODEL

Our starting point is a network model introduced in Ref.
12 to capture the Anderson transition between the two-
dimensional metallic and topological insulating states. The
network model is constructed by decorating an underlying
square lattice of sites and single bonds connecting nearest-
neighbor sites with the elementary building blocks from Fig.
1. By taking advantage of the bipartite nature of the square
lattice, one colors all sites from one sublattice in red and all
sites from the complementary sublattice in blue. One then
replaces any red !blue" site with a node S !S!" represented
graphically with an open red !blue" circle. Second, any single
bond connecting a pair of nearest-neighbor sites of the
square lattice is replaced with a pair of directed links of
opposite orientation. On the links, the spin-1/2 is a good
quantum number. A link represented by a full line carries the
spin-1/2 quantum number #=↑. A link represented by a
dashed line carries the spin-1/2 quantum number #=↓.
Third, the four pairs of directed links that meet at a node are
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of !!1"!X ,M" and !!2"!X ,M" is the signal that each of the
upper and lower boundaries supports a single Kramers dou-
blet that would be extended along the boundary18,19 were it
not for the existence of a finite tunneling amplitude that: !i"
couples the two Kramers doublets !edge states" residing near
the two opposite boundaries and !ii" is exponentially small in
M when M is much longer than the mean free path. The
dependence on M of !!1"!X ,M" with transverse RBCs when
X"Xs is the one expected from an ordinary insulating state.
All together, these observations point to the refined phase
diagram shown in Fig. 5!a"; i.e., the insulating phase is un-
conventional when Xl"X due to the presence of a single
Kramers doublet of edge states per boundary that becomes
delocalized along the boundaries in the limit M→#.

The M-independent normalized localization length at the
Anderson transition is nothing but the normalized correlation
length !c at a generic continuous phase transition in the
theory of critical phenomena. This quantity is known to de-
pend on the choice of the transverse boundary conditions.20

First, the value

!!PBC"!Wc" = 1.844 $ 0.002 !4.2"

of the normalized localization length at the Anderson transi-
tion was calculated in Ref. 2 for the SU!2" model with trans-
verse PBCs. It should here be compared with the values

!!PBC"!Xs" = 1.81 $ 0.01,

!!PBC"!Xl" = 1.82 $ 0.01 !4.3"

calculated in Ref. 12. Second, we have extended the calcu-
lation in Ref. 2 for the SU!2" model in which transverse
PBCs were used to the case in which the vanishing of the
wave functions along the transverse boundaries is imposed, a
situation that we shall refer to as fixed boundary conditions
!FBCs", and found #see Fig. 9!c"$:

!!FBC"!Wc" = 1.50 $ 0.03. !4.4"

This value should be compared with

!!RBC"!Xs" = 1.49 $ 0.02 !4.5"

for the network model with transverse RBCs #where we can
also deduce the right-hand side from Fig. 9!c" for which it is
the network model at the critical point Xl in the geometry of
Fig. 3!b" that is investigated; Fig. 9!a" shows insulating be-
havior of !!1" for X%Xl$. Evidently, values !4.4" and !4.5"
agree within their error bars !in support of our identification,
made at the end of Sec. III, of the insulating phase without a
helical edge state with a Z2 topologically trivial insulator" but
clearly differ from values !4.2" and !4.3". Finally and more
importantly, there is a rather large asymmetry

!!RBC"!Xl"/!!RBC"!Xs" % 4.8 !4.6"

for the network model with transverse RBCs in the geometry
of Fig. 3!a".

Finite-size scaling in Fig. 9!c" clearly shows that the scal-
ing function obtained for the SU!2" model with transverse
FBCs is identical to that for the network model at X=Xl in
the geometry of Fig. 3!b". These scaling functions are there-
fore a universal property of the critical point between a me-

tallic phase and an ordinary insulator. From this finite-scaling
analysis, we also obtained the critical exponent & of the di-
verging localization length. At the critical point Xl of the
network model, we found &=2.88$0.04. Again, this should
be compared with the critical exponent & of the SU!2" model
with transverse FBCs for which we find &=2.85$0.06. Both
exponents agree with each other within their error bars; they
are also consistent with the exponent 2.7'&'2.8 obtained
with transverse PBCs.2,12 This implies that the exponent & is
a bulk property independent of boundary conditions
!whereas the scaling functions are dependent on the trans-
verse boundary conditions".

The network and SU!2" models in a quasi-one-
dimensional cylinder geometry at criticality are indistin-

FIG. 9. !Color online" !a" Dependence on X of the normalized
localization length !!1"!X ,M"&!!X ,M" for the network model in
the quasi-one-dimensional geometry of Fig. 3!b" with transverse
RBCs and M =4,8 ,16,32,64. !b" Dependence on the dimension-
less disorder strength W of the normalized localization
length !!1"!W ,M"&!!W ,M" for the SU!2" model in the
quasi-one-dimensional geometry with transverse FBCs and M
=4,8 ,16,32,64. The solid curves are computed from the finite-size
scaling functions that follow. !c" Finite-size scaling analysis for the
data shown in !a" and !b": The solid blue curves represent the scal-
ing functions for the network model with RBCs on node S in the
vicinity of the critical point Xl, at which we find !!RBC"!Xl"
=1.49$0.02 and &=2.88$0.04. The red dashed curves represent
the scaling functions for the SU!2" model with FBCs in the vicinity
of the critical point Wc, at which we find !!RBC"!Wc"=1.50$0.03
and &=2.85$0.06. The scaling functions are obtained from finite-
size scaling analysis incorporating corrections from a leading irrel-
evant scaling variable !Refs. 12 and 21". The normalized localiza-
tion length !! is obtained from ! by subtracting these corrections,
as defined in Eqs. !3.7" and !3.8" of Ref. 12. The distance to the
critical point 'X−Xl' is rescaled by a factor c(1.7 in the scaling
function for the network model with RBCs so that it coincides with
that for the SU!2" model with FBCs.
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C. f(!) spectra

There is yet another set of scaling exponents f !!"!"!!"" that
we have calculated for the SU!2" and network models. These
exponents are calculated numerically from the scaling An-
sätze

##!r"#2qln##!r"#2

##!r"#2q
$ − "q

!!" ln L !5.4a"

and

ln##!r"#2q $ %f !!"!"q
!!"" − "q

!!"q − d!!"&ln L , !5.4b"

where d!!"=2 and 1 for the bulk and boundary exponents,
respectively. It can be shown that the Legendre
transform3,13,24–26

f !!"!"!!"" ' !"!!" − 2"q − $q
!!" + d!!", !5.5a"

where q is a function of "!!" obtained from inverting

"!!"!q" − 2 ' d$q
!!"/dq , !5.5b"

relates scaling exponents !5.2", !5.4a", and !5.4b". The num-
ber f !!"!"!!"" is the fractal !i.e., Hausdorff27" dimension of
the set of points r such that ##!r"#2 scales as L−"!!"

.
The dependence on "!!" of f !!" for the critical network

model at X=Xl in the torus, !!"= !2"; in the cylinder geom-
etry with S boundaries %Fig. 3!b"&, !!"= !1,O"; and in the
cylinder geometry with S! boundaries %Fig. 3!a"&,
!!"= !1,Z2", are shown in Fig. 12!a", which are obtained by
combining "q

!!" in Fig. 12!b" and fq
!!" in Fig. 12!c". We see

that there are three distinct multifractal spectra at the critical
point Xl: f !2" for the bulk, f !1,O" for the S cylindrical geom-
etry, and f !1,Z2" for the S! cylindrical geometry. They are
compared with the multifractal spectra for the SU!2" model
in the torus and cylinder geometry obtained in Ref. 3. Within
their error bars, they agree with f !2" and f !1,O", respectively.
The exponent "q

!!" at q=0 is closely related to Eq. !5.1" with
x chosen in the bulk or on a boundary. For the network
model we find the values

"0
!2" = 2.174 % 0.001, !5.6a"

"0
!1,O" = 2.420 % 0.005, !5.6b"

"0
!1,Z2" = 2.086 % 0.015. !5.6c"

The inequality "0
!1,Z2"&"0

!2"&"0
!1,O" is consistent with the x

dependence seen at the boundaries in Fig. 10, as wave func-
tions near S! boundary in the S! cylindrical geometry are
expected to be more extended because of the existence of
edge modes in the insulating side. We note that the error bars
are an order of magnitude larger for "0

!1,Z2" because of the
presence of larger finite-size corrections. Within their error
bars, values !5.6a" and !5.6b" agree with the ones for the
SU!2" model in the bulk and boundaries,3,4 respectively.

It is worth mentioning that the multifractal analysis per-
formed here involves extracting scaling exponents after per-
forming the disorder averaging. Extracting scaling exponents
before performing the disorder averaging yields typical scal-

ing exponents. Typical scaling exponents need not be identi-
cal to average scaling exponents calculated here.28–30 The
average scaling exponents $q

!!" are expected to differ from
the typical ones for any values of q such that f !""!"!!"" is
negative;31 see Fig. 12!c". For this range of q, rare events
dominate the calculation of $q

!!" as evidenced by the larger
error bars in Fig. 11. This explains the systematic deviations
from the mirror symmetry32 about q=1 /2 of $q

!!" / %q!q−1"&
for large q in Fig. 11.

The rationale for studying these average scaling expo-
nents is that they are expected to be the scaling dimensions
of some primary operators representing the moments of
wave-function amplitudes in an underlying two-dimensional
conformal field theory.33 Knowing them constrains the pos-
sible field theories that can encode critical properties of an
Anderson transition.

VI. CORNER MULTIFRACTALITY

So far we have always considered geometries of the net-
work model with boundaries of the same type, as in Figs.

FIG. 12. !Color online" !a" Dependences on "!!" of the multi-
fractal spectra f !!" in the bulk !!"= !2" !!", at the S boundaries
!!"= !1,O" !"", and at the S! boundaries !!"= !1,Z2" !!", at X
=Xl. Dependences on q of "q and fq are shown in !b" and !c",
respectively, with the same symbols as in !a". The bulk and bound-
ary multifractal spectra for the SU!2" model defined in Ref. 2 are
shown as solid and dashed curves, respectively.
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We study multifractal spectra of critical wave functions at the integer quantum Hall plateau transition

using the Chalker-Coddington network model. Our numerical results provide important new constraints

which any critical theory for the transition will have to satisfy. We find a nonparabolic multifractal

spectrum and determine the ratio of boundary to bulk multifractal exponents. Our results rule out an

exactly parabolic spectrum that has been the centerpiece in a number of proposals for critical field theories

of the transition. In addition, we demonstrate analytically exact parabolicity of the related boundary

spectra in the two-dimensional chiral orthogonal ‘‘Gade-Wegner’’ symmetry class.
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The physics of the quantum Hall effect has been an
exciting area of research for more than two decades
[1,2]. While much progress has been made in this area,
the identification of an analytically tractable theory de-
scribing the critical properties at the transitions between
the plateaus in the integer quantum Hall (IQH) effect has
been elusive ever since [3]. These quantum phase transi-
tions are famous examples of (Anderson) localization-
delocalization (LD) transitions driven by disorder. The
diverging localization length plays the role of a correlation
length in nonrandom continuous phase transitions, known
to be described by conformal field theories in two dimen-
sions (2D). It is natural to expect that effective (field)
theories describing IQH plateau transitions should gener-
ally also possess conformal symmetry (cf. [4]).

Many attempts have been made in the past to identify an
analytically tractable description of the IQH plateau tran-
sition, and, more recently, Wess-Zumino (WZ) field theo-
ries defined on a certain supermanifold were conjectured to
provide such a description [5–7]. (Similar theories have
also appeared in the context of string propagation in anti-
de Sitter space-time [8].) These proposals focused solely
on bulk observables, i.e., on physical quantities measured
in a sample without any boundaries. In this Letter, we
provide important new constraints that arise when one
studies the scaling behavior of wave functions near the
boundaries of a sample. Any proposed candidate theory for
the plateau transitions will have to be consistent with our
numerical results for the boundary multifractal spectrum.

At LD transitions, critical wave functions obey scale-
invariant, multifractal (MF) statistics; namely, disorder-
averaged moments of wave functions have a power-law
dependence on the linear dimension L of the system [9]:

j ðrÞj2q=ðj ðrÞj2Þq ¼ CxqðLÞL!!x
q : (1)

TheMF exponents!x
q, which are related to (‘‘anomalous’’)

scaling dimensions of certain operators in an underlying

field theory [10], can be defined for points r in the bulk
(x ¼ b) of the sample !b

q or near its boundary (‘‘surface’’:
x ¼ s) [4,11] !s

q. The prefactor CxqðLÞ in Eq. (1) depends
on q and, in general, on L if we include the possibility of
corrections to scaling. Both sets of MF exponents satisfy
the symmetry relation [12]

!x
q ¼ !x

1!q (2)

(in some interval [4] around q ¼ 1=2).
Equivalently, the MF wave functions can be character-

ized by the so-called singularity spectra fxð!xÞ related to
!x
q by a Legendre transform: fxð!xqÞ ¼ ð!xq ! 2Þq! !x

q þ
dx, !

x
q ! 2 ¼ d!x

q=dq, and db ¼ 2, ds ¼ 1. The exponent
!x0 describes the scaling of typical wave functions:

lnj ðrÞj2 &!!x0 lnL, as can be seen by taking the q de-
rivative in Eq. (1) at q ¼ 0.
Work emerging [13,14] from Ref. [5] led to the con-

jecture that the proposed theory would give rise to an
exactly parabolic bulk MF spectrum for the IQH transition

!b
q ¼ "bqð1! qÞ; (3)

reminiscent of analytically obtained MF spectra for Dirac
fermions in, e.g., random Abelian gauge potentials [15,16].
In those models, the parabolicity of the MF spectrum can
be understood through a reformulation of the problem in
terms of free fields.
Previous numerical studies [13] of wave function statis-

tics at the IQH transition appeared to exhibit a bulk MF
spectrum that was indeed well described (with an accuracy
of &1%) by a parabolic fit (3) with "b ¼ 0:262' 0:003,
seemingly providing support for the conjectures advanced
in Refs. [5–7]. [In Ref. [13], the results are presented in
terms of fbð!Þ. For a parabolic MF spectrum (3), fbð!bÞ is
also parabolic, with a maximum at !b0 ¼ "b þ 2.]
Besides its conjectured relevance [5] to the IQH tran-

sition, the above-mentioned WZ theory is known to de-
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Figure 2(b) shows the exponents !bq, together with their
mirror image. The symmetry relation (2) is again satisfied
for 0 & q & 1 within error bars, which provides confirma-
tion that our results are reliable. We see clearly that !bq has
q dependence, although it is weaker than that of !sq;
compare the vertical scales of Figs. 2(a) and 2(b).

The ratio !sq=!
b
q is shown in Fig. 2(c) and is seen to be

clearly dependent on q. Any candidate theory for the IQH
transition needs to be consistent with this ratio and, in
particular, its dependence on q. (Note that for a free field
this ratio would be equal to 2 and independent of q
[11,23].)

Figure 3(a) shows "xq as a function of q. The data
significantly deviate from linear behavior that would result
if !x

q were strictly parabolic (constant !
x
q). In Fig. 3(b), we

show the corresponding singularity spectra fxð"xqÞ as func-
tions of q. [Combining the data from the two panels would
result in fxð"xÞ as functions of "x.] For q * 1:5 where

fsð"sÞ< 0, the moments j ðrÞj2q are dominated by rare
events, and thus accurate numerical calculation of MF

exponents becomes more difficult [9]. This explains the
discrepancy between the (red) data points and the solid
curves for q * 1:5 in Fig. 3. As fsq > 0 at q * #1, we
expect that our numerical results of fsð"sÞ should be more
reliable at q $ #1 than at q $ 1:5, as evidenced by the
agreement between the red dots and the solid curve in
Fig. 3. The curve suggests termination of fsð"sÞ [9] to
occur at q $ 2:2.
We now proceed to present our second (analytical)

result. We first recall that the theory conjectured in
Ref. [5] to describe the IQH plateau transition is a WZ
model with global pslð2j2Þ (super)symmetry. This theory
possesses two coupling constants: one denoted by f for the
kinetic term and another denoted by k for the WZ term
(k ¼ 1 in Ref. [5]), in standard notation [5,24]. One can
think of this theory as a perturbation of the rather well
understood [24,25] Kac-Moody (KM) point characterized
by the condition f#2 ¼ k, perturbed by a term in the action
of the form [24,26] #S ¼ ð$=k2ÞRd2z%abðz; "zÞJaðzÞ "Jbð"zÞ,
where $ ¼ f#2 # k. Here %ab is the KM primary field in
the adjoint representation of pslð2j2Þ, Ja and "Jb are the left
and right chiral components of the pslð2j2Þ Noether cur-
rents [24], respectively, and $ parametrizes the line of fixed
points, mentioned above.
The conjectured link [5] between the WZ model and the

IQH transition can be formulated through the notion of the
point contact conductance (PCC) [27]. The PCC is a
statistically fluctuating quantity. (i) On one hand, the scal-
ing dimension Xq of the qth moment of the PCC at the IQH
transition has been proven to be simply related to the
exponent !q [13,14], Xq ¼ 2!q (jqj< 1=2). (ii) On the
other hand, the scaling dimension xq of the operator in the
WZ model carrying the same representation of the global
pslð2j2Þ symmetry as the qth moment of the PCC in the
CCNM (possessing the same pslð2j2Þ symmetry) was con-
jectured [5] to be a quadratic function of q. (iii) If one

FIG. 3 (color online). (a) "sq (d) and "bq (&) as functions of q;
(b) fsq (d) and fbq (&) as functions of q. The solid and dashed
curves on both panels are obtained from the parabolic approx-
imations to !xq (that is, quartic approximations to !x

q). Notice
that "xq significantly deviate from straight lines which would
follow from strictly parabolic !x

q (or constant !xq).

FIG. 2 (color online). (a) Rescaled boundary MF exponents !sq
(d) and !s1#q (&). The curve is 0:370þ 0:042ðq# 1=2Þ2,
obtained by fitting the data for !sq in 0< q< 1 to a parabolic
form. The horizontal solid line shows "s0 # 2 ¼ 0:386( 0:004
with error bars indicated by dashed lines, which is consistent
with limq!0;1!

s
q. (b) Rescaled bulk MF exponents !bq (d) and

!b1#q (&). The curve is 0:2599þ 0:0065ðq# 1=2Þ2, obtained by

fitting the data for !bq in 0< q< 1 to a parabolic form. The
horizontal solid line shows "b0 # 2 ¼ 0:2617( 0:0006 with
error bars indicated by dashed lines. (c) Ratios !sq=!

b
q (d) and

!s1#q=!
b
1#q (&). As above, the curve is obtained from the

parabolic fits for !s;bq , which amounts to quartic approximations
for !s;b

q .
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The boundary condition dependence of the critical behavior for the three dimensional Anderson transi-

tion is investigated. A strong dependence of the scaling function and the critical conductance distribution
on the boundary conditions is found, while the critical disorder and critical exponent are found to be
independent of the boundary conditions.
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The Anderson transition is a continuous quantum phase
transition which separates metallic and insulating phases of
the noninteracting electron gas [1,2]. It is expected that the
critical behavior should depend only on the basic symmetry
of the Hamiltonian under the operation of time reversal
[3,4]. Recently this was clearly confirmed by numerical
simulation [5].
At the transition the correlation length diverges and

quantities such as level statistics [6,7] and the conductance
distribution [5,8–10] become size independent and univer-
sal. The discovery that the critical level spacing distribu-
tion [11,12], and indications that the critical conductance
distribution [13,14] also, depends on the boundary condi-
tions was unexpected.
In this Letter, we analyze both the corrections to scal-

ing induced by different boundary conditions and the effect
of the different boundary conditions on the critical disor-
der, critical exponent, and critical conductance distribu-
tion. None of the boundary conditions we consider break
time reversal symmetry, so no change in the critical behav-
ior can be predicted on the general grounds of a transition
between universality classes.
We report the results of two different simulations. In

the first, the scaling behavior of the localization length of
electrons on long quasi-1D bars is examined. In the sec-
ond, the conductance distributions for ensembles of cubes
of disordered material in a two probe measuring geome-
try are determined. Both simulations were repeated for
three different boundary conditions: pbc, periodic bound-
ary conditions in both transverse directions; mbc, periodic
boundary conditions in one direction and fixed boundary
conditions in the other; and fbc, fixed boundary conditions
in both transverse directions. These boundary conditions
can be thought of as corresponding to different topologies;
fbc corresponds to the topology of a wire, while mbc cor-
responds to that of a hollow cylinder.
We find that the location of the mobility edge separat-

ing the localized and diffusive phases is unaffected by the

choice of boundary condition. This is also true for the
critical exponent. However, the scaling function of the lo-
calization length and the critical conductance distribution
are found to depend strongly on the choice of boundary
condition and hence on the topology of the sample.
For the numerical simulations we have used the Ander-

son model,

H ! V
X

!i,j"
Cy

i Cj 1
X

i
WiC

y
i Ci , (1)

where Cy
i #Ci$ denotes the creation (annihilation) operator

of an electron at the site i of a 3D cubic lattice. Energies
Wi denote the random potential distributed independently
and uniformly in the range %2W&2, W&2'. The hopping is
restricted to nearest neighbors and its amplitude is assumed
to be the energy unit, V ! 1.
We consider first a quasi-1D system, i.e., a long bar,

with cross section L 3 L. The standard transfer matrix
technique allows us to calculate the localization length of
electrons l#EF , W , L$ on the bar within a desired accuracy
[15,16]. The dependence of the quantity

L !
l#EF , W , L$

L
(2)

on the width of the bar is then analyzed using the finite
size scaling method. In this simulation we set the Fermi
energy at the band center EF ! 0 and vary the strength of
the random potential W and the cross section size L.
The data obtained are shown in Fig. 1. In the absence of

any corrections to scaling, plottingL vsW should show the
critical disorder Wc as the common crossing point of the
data. However, as seen in Fig. 1, the curves for different
sizes do not cross at a common point. For pbc a previous
analysis [17] has suggested that the main reason for this
is the existence of a correction due to an irrelevant scaling
variable. For mbc and fbc, surface and edge contributions
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FIG. 1. L vs W for periodic (upper curves), mixed (middle
curves), and fixed (lower curves) boundary conditions.

might also be important. Such corrections are irrelevant.
For example, for a surface effect we expect the corrections
vanish as L21.
To take account of corrections to scaling we use the

method described in [17]. The data are fitted to the scaling
form

L ! F!cL1"n , fLy# , (3)

where n is the critical exponent describing the divergence
of the localization length, f is the leading irrelevant vari-
able, and y is its irrelevant exponent. The best fit is found
by minimizing the x2 statistic in the usual way.
When fitting the data, Eq. (3) is expanded in a Taylor

series to first order in the irrelevant variable:

L ! F0!cL1"n# 1 fLyF1!cL1"n# . (4)

Both F0 and F1 are expanded to third order in their ar-
guments. The relevant and irrelevant scaling variables are
expanded in power series of the dimensionless disorder
w ! !Wc 2 W#"Wc as follows:

c ! c1w, f ! f0 . (5)

For pbc the expansion of the relevant field in (5) was con-
tinued to quadratic order as this gave a better quality of fit.
Also, for fbc, data for L ! 4 had to be omitted in order to
obtain an acceptable fit.
The numerical data and the associated fits are shown in

Figs. 1, 2, and 3. The estimates for the critical parame-
ters are listed in Table I and further details of the fits in
Table II. It can be seen from Fig. 1 that the main effect
of imposing a fixed boundary condition at a given disorder
is a decrease of the localization length l. Also the devia-
tions from scaling behavior are much larger than those for
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FIG. 2. L vs W after the surface corrections are removed.

periodic boundary conditions. For fbc the corrections are
around 15% for the smallest system size, while they are
only around 2% for pbc. The estimate of the irrelevant
exponent for pbc is consistent with that in [17]. The esti-
mates for mbc and pbc are both much larger and close to
y ! 21 suggesting that the dominant correction is a sur-
face effect.
In Fig. 2 we see that taking account of corrections to

scaling by plotting Lcorrected ! L 2 fLyF1!cL1"n# as
the ordinate restores a common crossing point to the data
for different system sizes for each boundary condition.
Further, the critical disorder seems to be the same for all
three boundary conditions. This is reinforced by looking
at Table I where 95% confidence intervals are also given.
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FIG. 3. The scaling functions for different boundary
conditions.
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TABLE I. The best fit estimates of the critical exponent, the critical disorder, Lc, and the
irrelevant exponent together with their 95% confidence intervals.

n Wc Lc y

pbc 1.56!55, 58" 16.54!53, 55" 0.576!0.574, 0.577" 22.8!3.2, 2.4"
mbc 1.60!56, 64" 16.47!42, 52" 0.502!0.494, 0.509" 21.3!1.5, 1.2"
fbc 1.54!41, 61" 16.49!39, 64" 0.426!0.403, 0.442" 21.2!1.4, 1.0"

Thus the location of the mobility edge does not seem to be
affected by the choice of boundary conditions. The same
is true for the critical exponent.
However, the scaling function, and in particular Lc !

F0!0", do depend strongly on the boundary conditions. The
estimates of Lc given in Table I are widely separated with
no overlap of the confidence intervals. The change in the
estimated Lc is roughly 25%, while the analysis suggests
that Lc has been estimated to within an accuracy of about
5% for fbc and to less than 1% for pbc. (Note that the
apparent differences in the scaling function in the localized
regime in Fig. 3 are not important; these are an artifact of
the scaling procedure in which the absolute value of the
correlation and localization lengths are not determined.)
Next we look at the critical conductance distribution

pc!g". Since the correlation length diverges at the criti-
cal point, the critical conductance distribution of a phase
coherent conductor should be scale invariant [8]. This was
confirmed in numerical simulations [5,9], and it was also
confirmed that pc!g" depends on the universality class [5].
The conductance of a classical conductor depends on the
aspect ratio (i.e., the ratio of the cross section to the length)
but not on the shape of its cross section or on its topology
(i.e., whether it is a bar or a cylinder). Thus, a dependence
of the critical conductance distribution of a quantum con-
ductor on its aspect ratio is also expected. Whether or not
the critical conductance distribution should depend on the
conductor’s cross sectional shape and its topology (bound-
ary conditions) is less clear.
We simulated the conductance distribution for an ensem-

ble of L 3 L 3 L cubic samples in a two probe measur-
ing geometry using a Green’s function iteration technique
[18]. The conductance in units of e2#h is

g ! 2 tr!tty" , (6)

TABLE II. The boundary condition, the number of data Nd ,
the number of parameters Np , the value of x2 for the best
fit and goodness of fit Q. The system sizes used were L !
4, 5, 6, 8, 10, 12, 14 with the exception of fbc where the data for
L ! 4 were omitted and pbc where data for L ! 16 are also
included. The accuracy of the numerical data was either 0.1%
or 0.05%. The range of disorder used was W ! 15 to W ! 18.

Nd Np x2 Q

pbc 336 12 335 0.3
mbc 238 11 233 0.4
fbc 204 11 212 0.2

where t is the transmission matrix found in the Green’s
function iteration and the factor of 2 takes account of spin
degeneracy.
We first simulated an ensemble of 1 000 000 systems for

each boundary condition. The resulting distributions are
shown in Fig. 4. The choice of boundary condition affects
pc!g" especially for small g. There is a tendency towards
more insulating behavior for fbc.
It is expected on general grounds that pc!g" will be

size independent for “large enough” system sizes. This
leaves open the possibility that the dependence of pc!g"
on the boundary conditions in Fig. 4 may simply be an
indication that the system sizes employed in our work are
not large enough. We therefore decided to examine the size
dependence of pc!g". The dependence of $g% on the size L
for L ! 4 to L ! 20 for each boundary condition is shown
in Fig. 5. Ensembles of 100 000 systems were generated
for each system size with the exceptions of L ! 16 and
L ! 20 where the ensemble sizes were reduced to 25 000
and 10 000, respectively.
To estimate the asymptotic value of $g% in the limit L !

` we have assumed that the size dependence is due to an
irrelevant scaling variable and fitted the data to

$g!L"% ! $g!`"% 1 aLy0
. (7)
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FIG. 4. The dependence of the critical conductance distribu-
tion on the choice of boundary conditions. Here the Fermi en-
ergy EF ! 0, the system size L ! 10, and the disorder W !
16.54 independent of the choice of boundary conditions.
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Limit	of	transfer	matrix

• If	the	matrix	elements	between	sites	on	n-th
layer	and	n+1th	layer,	Vn,n+1 =	⟨n|H|n+1⟩,	is	
not	invertible,	we	can	not	use	transfer	matrix.

• This	happens	in	the	case	of	bcc	and	fcc
lattices,	quantum	percolation	and	of	
localization	on	fractal	lattice.



Other	numerical	technique
• Level	statistics	and	Multifractal scaling

– Sparse	matrix	diagonalization:	Lanczos,	…,
– JADAMILU	(JAcobi-DAvidson method	with	Multilevel	ILU

preconditioning),	developed	by	Belgian	group,	is	suited	for	
2D	and	3D	Anderson	models

• Equation	of	motion	method
– Tchebyshev polynomial,	more	efficient
– Kernel	Polynomial	method
– Trotter-Suzuki	formula,	less	efficient,	but	can	be	used	
for	time	dependent	Hamiltonian

• Mapping	the	Anderson	model	to	kicked	rotor
– Successful	for	3d	orthogonal,	and	QHE

• Machine	learning	method



Remaining	problems
• quantum	Hall	experiment
• analytic	expression	for	critical	behaviors? ν,	multifractality,	Λc ,	etc.
• conformal	invariance	for	the	quantum	Hall	effect?
• conformal	invariance	for	higher	dimensions:	what	should	be	checked?
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