
DVCS	Factorization

• Works	great	for	Q2	≥	20	GeV2!		(HERA)
• COMPASS	(muons),	HERMES(fixed	target	at	HERA),	Jlab
Q2	<	10	GeV2

• Even	if	vector	meson	content	of	photon	is	suppressed,	
what	about	higher	order	perturbative	QCD	effects.

• Enter	Amplidute with	powers	 Λ1/𝑄1 4/1	
• Coefficients	not	known	a	priori.		Can	be	large	from	Chiral	
symmetry	breaking	effects.
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Higher	Order	qqg Correlations,	as	
corrections	to	DVCS
• GPD	~	1/Q2

• qqg Correlation	
~	1/[Q2]3/2

• qqqq “Cat’s	Ears”	~1/Q4
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GPDs:	Correlations	of	Spatial,	
Momentum,	and	Spin	coords.

€ 

xdx H f (x,ξ,0)+E f (x,ξ,0)[ ]
−1

1
∫ = 2J f

€ 

Vector :  H f (x,ξ,t),E f (x,ξ,t)⇐ eiP+z−dz−∫ P +Δ /2 Ψ (+z−)γ+Ψ(−z−) P −Δ /2

Axial :  ˜ H f (x,ξ,t), ˜ E f (x,ξ,t)⇐ eiP+z−dz−∫ P +Δ /2 Ψ (+z−)γ+γ5Ψ(−z−) P −Δ /2

Forward limits:
DIS

First Moments:
Elastic FFs€ 

H f (x,0,0) = qf (x)
˜ H f (x,0,0) = Δqf (x)

Second Moments:
Energy-Momentum 
tensor

€ 

dx[H ,E] f (x,ξ,Δ
2) = F1,F2[ ] f (−

−1

1
∫ Δ2)

X. Ji: Origin of Spin
€ 

xdxH f (x,ξ,t) = +M2 f (t)+
4
5
ξ2d1 f (t)∫

xdxE f (x,ξ,t) = −M2 f (t)+
4
5
ξ2d1 f (t)∫ +2J f (t)

this situation in Fig. 3(c)—where, however, for better
visibility the ! functions in (60) are smeared out. This
corresponds to allowing the density in the drop to decrease
continuously from its constant inner value to zero over a
finite ‘‘skin’’ [of the size ! 1

10Rd in Fig. 3(c)].
Comparing the liquid drop picture to the results from the

CQSM we observe a remote qualitative similarity. In con-
trast to the liquid drop, the density ‘‘inside’’ the nucleon is
far from being constant, see Fig. 1(a), and one cannot
expect the pressure in the nucleon to exhibit a constant
plateau as in the liquid drop. Still the pressure exhibits the
same qualitative features. The shear forces become maxi-
mal in the vicinity of what can be considered as the ‘‘edge’’
of the object. This is the case, in particular, for the liquid
drop. However, the edge of the nucleon is far more diffuse,
and the distribution of shear forces s"r# is widespread. Of
course, the nucleon can hardly be considered a liquid drop.
Such an analogy might be more appropriate for nuclei [21].
Nevertheless this comparison gives some intuition on the
model results—in particular, about the qualitative shape of
the distributions of pressure and shear forces.

Next let us discuss how the stability condition (57) is
satisfied. Figure 4(a) shows r2p"r# as a function of r. The
shaded regions have the same surface areas but opposite
sign and cancel each other—within numerical accuracy

 

Z r0

0
drr2p"r# $ 2:61 MeV;

Z 1
r0

drr2p"r# $ %2:63 MeV:
(61)

In order to better understand how the soliton acquires
stability, it is instructive to look in detail how the total
pressure is decomposed of the separate contributions of the
discrete level and the continuum contribution. Figure 5
shows that the contribution of the discrete level is always
positive. This contribution corresponds in model language
to the contribution of the ‘‘quark core’’ and one expects a
positive contribution (‘‘repulsion’’) due to the Pauli prin-
ciple. At large r the discrete level contribution vanishes

exponentially since the discrete level wave-function does
so [28 ].

The continuum contribution is throughout negative—as
can be seen from Fig. 5 and can be understood as follows.
The continuum contribution can be interpreted as the effect
of the pion cloud which in the model is responsible for the
forces binding the quarks to form the nucleon, i.e. it
provides a negative contribution to the pressure corre-
sponding to attraction. In the chiral limit the continuum
contribution exhibits a powerlike decay which dictates the
long-distance behavior of the total result for the pressure at
large r as follows:

 p"r# $ %
!

3gA
8"f"

"
2 1

r6 ; s"r# $ 3
!

3gA
8"f"

"
2 1

r6 ; (62)

where for completeness we quote also the result for s"r#.
For m" ! 0 the continuum contribution exhibits an expo-
nential decay at large r due to the Yukawa tail of the soliton
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FIG. 5 (color online). The pressure p"r# as a function of r for
m" $ 140 MeV. Dotted line: contribution of the discrete level
associated with the quark core. Dashed line: continuum contri-
bution associated with the pion cloud. Solid line: the total result.
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FIG. 4 (color online). (a) r2p"r# as a function of r from the CQSM at the physical value ofm". The shaded regions have—within the
numerical accuracy of about half percent—the same surface areas. This shows how the stability condition

R1
0 drr2p"r# $ 0 in Eq. (57)

is realized. (b) The same as (a) but with an additional power of r2 and the prefactor 5"MN . Integrating this curve over r yields d1

according to (17). The plot shows that one obtains a negative sign for d1 as a consequence of the stability condition (16) shown in
Fig. 4(a).

K. GOEKE et al. PHYSICAL REVIEW D 75, 094021 (2007)

094021-10

K.Goeke,	et	al
PRD75

Pressure

Proton	Spin
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What	do	DVCS	experiments	measure?

• ds(epàepg) =	twist-2	(GPD)	terms	+	Sn [twist-n]/Qn-2

• Isolate	twist-2	terms	à cross	sections	vs Q2 at	fixed	(xBj,	t);	or
• àMultiple	beam	energies	at	fixed	(Q2, xBj,	t)

• GPD	terms	are	`Compton	Form	Factors’

• Re and	Im parts	(accessible	via	interference	with	BH):
CFF(ξ,Δ2) = dx GPD(x,ξ,Δ

2;Q2)
x ±ξ  iε

−1

1
∫
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g* g
x+x x–x

ℑm CFF(ξ,Δ2)#
$

%
&= π GPD(ξ,ξ,Δ2)±GPD(−ξ,ξ,Δ2)#

$
%
&

ℜe CFF(ξ,Δ2)#
$

%
&=℘ dx GPD(x,ξ,Δ

2)
x ±ξ∫

D.R.
+ →++℘ dξ 'GPD(ξ ',ξ ',Δ

2)
ξ '±ξ∫ +D(Δ2)



Physical	Interpretation	of	GPDs:

• x=0:	Probability	densities	of	impact	parameter	b relative	
to	Center-of-Momentum	of	proton:

• x=x: H(x, x,D2)–H(–x,x,D2),  E, etc.
• 2-d	Fourier-transform	D^ ↔r
• Transition	amplitude	from	longitudinal	momentum	
0	to	2x/(1+x)  at	fixed	impact	parameter	r relative	to	CM	of	spectators.

• Not	a	positive	definite	density,	but	still	an	image.
• Directly	measurable
• Expect	size	shrinks	as	x è1
• Different	profiles	for	u,	d,	glue,…

H (x, 0,Δ2 )⇔ q(x,

b)

H (x, 0,Δ2 )⇔Δq(x,

b)

APCTP-2018 C.	Hyde	— Lecture	1 25



Tomography	with	Generalized	
Parton	Distributions	(M.	Burkardt)

• H(x,t)gµ +	E(x,t)sµnDn
• Proton	size	shrinks	as	xà 1.
• Spatial	separation	of	up-
and	down-quarks	in	a
transversely	polarized	proton

• Spin-Flavor	dependence	to	
Proton	size	&	profile.

• up	and	down	quarks	separate	in	
transversely	polarized	proton

dX(x,b  ) T    uX(x,b ) T   

Target polarization

Flavor dipole

ε f (x,b⊥ ) =
d
2Δ⊥

(2π )2
e
iΔ⊥⋅b⊥∫ Ef (x,Δ⊥ )

qX (x,b⊥ ) = hq (x,b⊥ )+
1

2M

∂

∂y
εq (x,b⊥ )

bx

by
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ϕ

Exploiting the harmonic structure of DVCS with polarization

The difference of cross-sections is a key
observable to extract GPDs

With polarized beam and unpolarized target:

With unpolarized beam and Long. polarized target:

With unpolarized beam and Transversely polarized target:

~

~

€ 

ΔσUL

Separations of CFFs H(±x,x,t), H(±x,x,t), E(±x,x,t),…

~

C.	Hyde	— Lecture	1APCTP-2018 27

~

{ }

{ }

{ }

2
1 1 2 2

2
1 1 2 2

2 2
2 1

sin ( ) ( /4 )

sin ( ) ( /4 )

cos sin( ) ( /4 ) ( /4 ) ...

LU

LU

SUT

F F F H t M F E d

F F F H t M F E d

t M F

H

H t M FE d

H

σ ϕ ξ ϕ

σ ϕ ξ ϕ

σ ϕ φ ϕ ϕ

Δ + + +

Δ + + +

Δ − − +











Measuring	GPDs

• HERA	
(2001	– 2007)

• HERMES
(2001	– 2007)

• JLab	6	GeV
(2001	– 2012)

• JLab	12	GeV
(2014	–

• COMPASS
(2016	–

• EIC
(2025+?
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32 M. Contalbrigo 

The experiment 

Internal gaseous target 
(no nuclear effects) 
 

96-00 (H/D)  Lpol + Upol 

02-05 (H)     Tpol + Upol 
06-07 (H/D)  Upol+Recoil 

27.6 GeV e+/e- HERA beam Electron and Hadron ID Access to valence and sea  

Data taking: 95-07 

 DIS 2011, 13th April 2011, Newport News 

HERMES	overview
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HERMES
summary	
• averaged	over	
Q2 and	t

• Transversely	
polarized	H–

target	à
sensitivity	to	
E(x,x,D2),
x≈0.1

Amplitude Value
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

   )fcos(2
LLA
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LLA

   )fcos(0
LLA

     )fsin(2
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fsin  )sf  - fsin(
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LT,BH+DVCSA
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fsin  )sf  - fcos(
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fcos  )sf  - fsin(
UT,IA
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UT,IA

      )fsin(2
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   fsin 
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         fsin 
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   )fcos(3
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      fcos 
CA

   )fcos(0
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HERMES DVCS Hydrogen
Deuterium
Hydrogen Preliminary

DVCS
Asymmetries

e+e–

Beam
Spin
Asymmetry
Transverse
target
Single	Spin

Beam	&
Transverse	
Target
Double	Spin

Longitudinal
Target
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Re[H]

Im[H]

Re[E]

Im[E]

~ 
Im[H]

~ 
Re[H]
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(e,e’)X	HRS
trigger

208 PbF2Digital Trigger 
Validation

16chan VME6U: ARS
128 
samples@1GHz

DVCS: JLab	Hall	A	
2004,	2010,	2014-2016
L	≥ 1037 cm2/s
Precision	cross	sections
•Test	factorization
•Calibrate	Asymmetries

®
e-
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Hall	A	Results:		Scaling	Tests
• Q2=2.3	GeV2,	xBj=0.36,	
t=–0.23	GeV2
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PRL97:262002 (2006) 
C. Muñoz Camacho, et al.,
PRC 92,	055202	(2015)
M.Defurne,	et	al.,E00-110 EXPERIMENT AT JEFFERSON LAB HALL A: . . . PHYSICAL REVIEW C 92, 055202 (2015)

FIG. 22. (Color online) Unpolarized (top) and helicity-
dependent (bottom) cross-section extraction for the Kin3 bin
−t = 0.32 GeV2. The error bars on the data points are statistical
only. The shaded areas represent the statistical uncertainty for each
contribution.

section extraction. By construction, this term is φ independent,
in contrast to the BH and interference contributions which
contain the P1(φ)P2(φ) electron propagators as shown in
Eq. (6). The precision of the data is such that contributions
other than the BH are obviously necessary to explain the
observed cross section. The helicity-dependent cross section is
dominated by the twist-2 interference term, as noticed before in
this experiment [30] and elsewhere [28,34]. These conclusions
extend to all bins in our analysis, whose results are shown
in Sec. VII D. Table VI lists the χ2/DOF resulting from the
extraction method for all kinematics settings.

TABLE VI. χ 2/DOF resulting from the extraction method for all
kinematics settings. The subscript “pol” stands for polarized cross
sections, “unp” for unpolarized cross sections. The polarized cross
sections are extracted using 109 degrees of freedom; the unpolarized
cross section are extracted using 104 degrees of freedom.

Settings χ 2
pol/DOF χ 2

unp/DOF

Kin1 0.88 –
Kin2 1.00 1.16
KinX2 0.96 0.82
Kin3 1.15 0.99
KinX3 1.08 1.28

A. Scan in Q2

The combinations of effective CFFs which have been
extracted from the fitting procedure for Kin1–3 using the
formalism developed in Ref. [41] are shown integrated over t
in Fig. 23. With the choice of parameters used to describe the
kinematical dependence of the cross sections (as explained in
Sec. IV F), the contribution associated with the |T DVCS|2 term
is large for the unpolarized case. The twist-2 interference term
is significant and the contribution of the twist-3 interference
term is often found to be small, with large systematic
uncertainties. For the polarized case, the twist-2 interference
term is dominant, the twist-3 contribution is small, again with
large systematic uncertainties.

Overall, the extracted parameters show no Q2 dependence
for either the helicity-dependent or the helicity-independent
cases over our Q2 range. Note that the logarithmic Q2

evolution can safely be neglected within this Q2 lever arm
at this x B .

The full set of results for settings Kin1–3 are presented in
Figs. 24–28 in Sec. VII D.

B. Scan in xB

The results from KinX2 and KinX3 showing the
x B dependence of the cross sections are presented in
Figs. 29–32 in Sec. VII D. KinX3 has a limited acceptance
close to 0◦, which increases the correlation between the
different fit parameters describing the azimuthal dependence
of the cross section. Indeed, the separation of the real part of
the twist-2 interference and |T DVCS|2 contributions in the fit is
particularly sensitive to the relative value of the cross section
measured around both φ = 0◦ and 180◦. These difficulties
have basically no impact on the determination of the cross
sections themselves. The measured x B dependence will set
interesting constraints on GPD models and parametrizations,
especially thanks to the relatively high precision of our
data.

C. Comparison with GPD models

In Fig. 33, we compare our results with various models
and previous fits to data. We have chosen to use two different
kinds of double-distribution GPD models, namely the VGG
[65] and KMS12 [66] models. Note that, in contrast to VGG,
the KMS12 model was tuned using vector meson data at low
to very-low x B and is not considered adapted yet to the valence
quark region. In any case, one observes that both models
overshoot the helicity-dependent cross-section data in this
Kin2 bin, whereas VGG is more adequate for the unpolarized
data.

In addition, we have compared our data with the KM10a
model [67], which fits some of its parameters to all DVCS
data available worldwide except for the previously pub-
lished results from a subset of the present experiment.

055202-19

• Empirical	extraction
§ Leading-twist	(GPD);
§ Higher-twist	terms

• Test	Q2-independence	
of	GPD	terms	

M. DEFURNE et al. PHYSICAL REVIEW C 92, 055202 (2015)

Re

Im Im

Re

FIG. 23. (Color online) Combinations of effective CFFs extracted from the fitting procedure described in Sec. IV F using the formalism
developed in Ref. [41], integrated over t and plotted as a function of Q2. The top three plots show the effective CFFs resulting from
the unpolarized cross-section fit (Kin2 and Kin3), whereas the bottom plots show the effective CFFs resulting from the helicity-dependent
cross-section fit (Kin1–3). The shaded areas represent systematic uncertainties.

FIG. 24. (Color online) Unpolarized cross sections for Kin2. Each t-bin corresponds to slightly different average (x B,Q2) values; their
range is indicated in the legend, their specific values are listed in the data tables. Error bars are statistical only. The light blue area represents the
point-to-point systematic uncertainties added linearly to the normalization error. The KM10a model along with its modified version (including
the TMC effects) are shown as dotted blue and solid green curves, respectively. The BH contribution is represented as a dashed red line.

055202-20



Q2 =	1.75
Ee =	4.455	(left), 5.55	(right)	
GeV

d4σ/[dQ2dxBdtd𝜙𝛾𝛾]		
Δ4σ	=	d4σ(h=+) – d4σ(–)
Solid	Grey	Line	=	KM2015
Dashed:		Leading	Twist	/	Leading	
Order	(LT/LO)	fit	with	V.	Braun	
Kinematic	Twist-4	(t/Q2)
constrained	by	LO/LT:	

Global	fit	at	each	–t	:
3⊗Q2 &	2⊗Ee
Poor 𝝌2

3
3

Hall	A:	H(e,e’𝜸)
xB = 0.36,	Q2=1.5,	1.75,	2.0 GeV2

M.Defurne	et	al.,	“A	Glimpse	of	Gluons”,	
Nat.	Comm.8 (2017)

t =	-0.18	GeV2

t =	-0.24 GeV2

t =	-0.36 GeV2



Two	Fit-Scenarios
[Using	V.	Braun	et	al, PRD	89,	074022	(2014)]

LO/LT	+	Twist-3	+	
Kinematic	Twist-4

LO+	NLO	(gluon	
transversity)	+	
Kinematic	Twist-4

3
4



`Global’	Fit:	
Q2=1.5,	1.75,	2.0	GeV2& Ee =	4.45,	5.55	GeV
Displayed	at	Q2 =	1.75	for	-t =	0.030	GeV2

Identical	fit		(blue )	for	either:	Twist-3	or	NLO	(gluon)	scenarios.
Both	fits	have	Kinematic	Twist-4	contribution	constrained	from	Twist-2	

component	of	fit

3
5



E07-007	`Global’	Fit	
Separations of	Re,Im[DVCS†BH],	|DVCS|2

36

|DVCS|2

Re[DVCS*BH

Im[DVCS*BH

Total	Fit	(previous	slide	blue)		
Sum	of	Pink	(LO+NLO)	

OR	
Sum	of	Cyan	(LO+HT)

Model	dependence,	but	full	
measurement	of	interference:	
amplitude	&	phase

36

-t =	0.030	GeV2 (of	three	t-bins):				Displayed	at	Q2 =	1.75



DVCS	in	CLAS	@	6	GeV THE CLAS DETECTOR 

� Toroidal magnetic field  
� (6 supercondicting coils) 
� Drift chambers (argon/CO2  
�  Gas, 35000 cells) 
� Time-of-flight scintillators 
� Electromagnetic calorimeters 
� Cherenkov counters  
  (e/p separation) 

� Performances: 
�  Nearly 4p acceptance 
�  Large kinematical coverage 
�  Detection of charged 
�  and neutral particles 
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• H(e,e’gp)
• Longitudinally	

polarized	NH3
target.

• Add:
5 Tesla Solenoid
420 PbWO4 crystals :

~10x10x160 mm3

APD+preamp
readout

Orsay / Saclay / ITEP 
/ Jlab



CLAS	6	GeV:	Exclusivity	and	Kinematics

• H(e,e’gp’)x
• Overcomplete
triple	
coincidence

• Example angular 
distribution of Beam 
Spin Asymmetry

•One (Q2,xB) bin

•Two t-bins.

Co-linearity of g
with q-p’

Missing Energy Ex
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CLAS	DVCS	(unpolarized Target)
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4

tracted four-fold cross sections as follows:

d4�ep�e�p��

dQ2dxBdtd�
=

Nep�e�p��

Lint�Q2�xB�t�� Acc Frad
. (1)

In Eq. 1, Nep�e�p�� is the number of ep � e�p�� events
in the (Q2, xB , t,�) bin. The aforementioned exclusiv-
ity cuts do not fully select a pure sample of DVCS+BH
events. We evaluated the contamination from the ep �
e�p��0 channel where one photon of the �0 decay can es-
cape detection, using a combination of ep� e�p��0 mea-
surements and Monte-Carlo simulations. On average,
this contamination is less than 9% and was subtracted
on a bin-by-bin basis. The four-dimensional accep-
tance/efficiency of the CLAS detector, Acc, for the ep�
e�p�� reaction was determined for each (Q2, xB , t,�) bin
by generating more than 200 million DVCS+BH events,
using a realistic Monte-Carlo generator. The events were
processed through the GEANT simulation of the CLAS
detector, and the same reconstruction and analysis codes
that were used for the data. The event generator includes
radiative effects so that Acc also corrects for a part of
the real internal radiative effects. The factor Frad cor-
rects, for each (Q2, xB , t,�) bin, for the virtual internal
radiative effects and the remainder of the real internal
radiative effects, which can be both calculated theoret-
ically [20]. The product (�Q2�xB�t��) corresponds
to the effective hypervolume of each bin. Finally, Lint
is the effective integrated luminosity, corrected for the
data acquisition dead time, which was deduced from the
integrated charge of the beam measured by a Faraday
cup. In addition, we applied a global renormalization
factor of 12.3%, determined from the analysis of the elas-
tic scattering ep � e�p�, by comparing the experimental
cross section to the well-known theoretical one. This fac-
tor compensates for various kinematic-independent inef-
ficiencies, not well reproduced by the simulations.
Figure 4 shows, for two selected (Q2, xB) bins in dif-

ferent parts of the phase space, the �-dependence of the
ep� e�p�� unpolarized cross section and beam-polarized
cross-section difference. The latter of these two observ-
ables is defined as follows:

�(d4�) =
1

2

�
d4−�� ep�e�p��

dQ2dxBdtd�
− d4�−� ep�e�p��

dQ2dxBdtd�

�
, (2)

where the arrows correspond to beam helicity states +
and −. For each of these (Q2, xB) bins, three selected t
bins are shown. In Fig. 4, the black error bars show the
statistical uncertainties of the data [13.9% on the unpo-
larized cross section on average, over the 110 (Q2, xB , t)
bins] and the blue bands show the systematic uncertain-
ties [14% on the unpolarized cross section on average].
The contributions to the latter include the uncertain-
ties on the beam energy and therefore the kinematics
and associated corrections (5.7% on average), the accep-
tance correction (5.3%), the global renormalization factor
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FIG. 4. (Color online) Top six plots: unpolarized cross sec-

tion
d4�ep�e�p��
dQ2dxBdtd�

(top row) and beam-polarized cross-section

difference �(d4�) for the ep � e�p�� reaction, as a function
of �, for (Q2, xB)=(1.63 GeV

2, 0.185) and for 3 −t values:
0.153, 0.262 and 0.447 GeV2. Bottom six plots: same observ-
ables for (Q2, xB)=(2.78 GeV

2, 0.335) and −t=0.204, 0.262
and 0.448 GeV2. The green long-dashed curves show the BH
contribution only. The other curves correspond to the pre-
dictions of four GPD models: VGG [6, 21, 22] (blue solid
curves), KMS [23] (cyan dash-dotted curves), and two ver-
sions of the KM model [24, 25], KM10 (red dotted curves)
and KM10a (red short-dashed curves). The blue bands show
the systematic uncertainties.

(5%), the exclusivity cuts (3.5%), the radiative correc-
tions (2.2%), the particle selection (1.6%), and the �0

background subtraction (1%).

The unpolarized cross sections peak towards �=0�and
360�due to the BH process for which the final-state pho-
ton is predominantly emitted in the direction of the initial
or scattered electron. This is quantitatively confirmed by
the calculations shown in Fig. 4, where the green curves
show the BH contribution only. The difference between
the BH curves and the data can thus be attributed to the
DVCS process, and therefore linked to GPDs. We dis-
play in Fig. 4 calculations of four GPD models, listed in
the caption. The modeling of the GPDs in the VGG and
KMS models is based on the Double-Distribution repre-
sentation [1, 26, 27]. The VGG calculations in Fig. 4

5

only include the contribution of the GPD H as the in-
clusion of the other GPDs barely changes the results.
The KM model is based on the Mellin-Barnes represen-
tation [24, 28]. The KM10 version of the model includes
contributions from all four GPDs for which the free pa-
rameters were fitted to the JLab [12, 13], HERMES [29]
and ZEUS/H1 [30, 31] data. In that work, it was found
that it is possible to fit the JLab Hall A unpolarized cross
sections only at the price of the introduction of a very
strong H̃ contribution [32]. The KM10a version is based
on a fit which excludes the JLab Hall A unpolarized cross
sections [12] and sets H̃ to zero. Note that none of these
four models has been tuned to our data.

Figure 4 shows that the predictions of standard GPD
models like VGG, KMS, and KM10a, whose compati-
bility is remarkable in spite of their different approaches,
are in good agreement with our unpolarized cross-section
data. In contrast, we see that the KM10 version, which
includes the strong H̃ contribution, tends to overestimate
our data. Over our 110 (Q2, xB , t) bins, the average �2

value per degree of freedom [33] is 1.91 for VGG, 1.85
for KMS, 1.46 for KM10a, and 3.94 for KM10. We can
therefore conclude that standard GPD models with a
dominant contribution of the GPD H to the unpolarized
cross section, i.e., without the introduction of a strong H̃
contribution, describe the data well. Moreover, the dis-
agreement between our data and the KM10 model, which
instead matches the Hall A results, might reveal an in-
consistency between the two sets of data. As a check,
we performed a dedicated data analysis using the exact
same (Q2, xB , t) bin limits as those used for the Hall A
analysis (Q2=2.3 GeV2, xB=0.36, and −t =0.17, 0.23,
0.28 and 0.33 GeV2). However, in this limited and par-
ticular (Q2, xB , t) region, the comparison is hampered by
our large statistical uncertainties and lack of �-coverage
around � = 180�. Thus no conclusion can be drawn from
this comparison. The Hall A experiment was run at a lu-
minosity almost three orders of magnitude larger than
ours, but in a much more limited phase space.

In general, the four models, including KM10, give a
good description of the beam-polarized cross-section dif-
ference and the data barely allow one to distinguish one
model from another. Over our 110 (Q2, xB , t) bins, the
average �2 value per degree of freedom [33] is 1.40 for
VGG, 1.84 for KMS, 1.06 for KM10a, and 1.20 for KM10.

Finally, we attempted to extract directly some GPD
information from these two sets of observables. We used
the local-fitting procedure developed in Refs. [34–37]. At
leading-twist and leading-order, this procedure uses well-
established DVCS amplitudes and does not depend on
model parametrizations of the GPDs. We fit simultane-
ously the �-distributions of our unpolarized and beam-
polarized cross sections at a given (Q2, xB , t) kinematic
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FIG. 5. (Color online) Results of the CFF fit of our data
for HIm (upper panel) and HRe (lower panel), with only the
GPDs H and H̃, for three of our (Q2, xB) bins, as a function
of t. The blue solid curves are the predictions of the VGG
model. The black dashed curves show the fit of the results by
the function Aebt.

point by the eight (real) quantities:

FRe(�, t) = P
� 1

−1
dx

�
1

x− �
� 1

x+ �

�
F (x,�, t),

FIm(�, t) = F (�,�, t)�F (−�,�, t). (3)

In Eq. 3, F = H, H̃,E, Ẽ, the top and bottom signs apply
to the unpolarized (H,E) and polarized (H̃, Ẽ) GPDs
respectively, and P is the principal value integral. These
quantities are called Compton Form Factors (CFFs) [38]
in Refs. [34–37] and “sub-CFFs” in Ref. [39]. The only
model-dependent input in the procedure is that the CFFs
are allowed to vary in a very conservative limited range,
±5 times the CFFs from the VGG model [22]. In spite of
the underconstrained nature of the problem, i.e., fitting
two observables with eight free parameters, the algorithm
manages in general to find well-defined minimizing values
for HIm and HRe. The reason is that the two observables
that we fit are dominated by the contribution of the GPD
H.
Ideally, one would like to fit all CFFs. However, with

only two observables in this case, this leads to too large
uncertainties. We therefore present in Figure 5, for a se-
lection of three of our 21 (Q2, xB) bins, the t-distribution
of the fitted HIm and HRe, computed neglecting the con-
tributions associated with E and Ẽ. Fig. 5 also shows the
predictions of the VGG model, which overestimates the
fitted HIm at the smallest values of xB .
We have fitted, in Fig. 5, the t-dependence of HIm

by the function Aebt with the normalization A and the
slope b as free parameters. Keeping in mind that the Q2

values are different for the three xB bins, the results of
these fits show that A and b increase, in a systematic way,
with decreasing xB . Under the hypothesis of neglecting
Q2 higher-twist and evolution effects as well as deskew-
ing effects [40], these behaviors might reveal tomographic

K.S.	Jo,	F.-X	Girod,	et	al.,
Phys.Rev.Lett.	115
(2015)	21,	212003

Model-dependent	extraction	of	
Re	and	Im parts	of	the	H(x,x,t)
Compton	form	Factor
(unpolarized GPD)
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FIG. 19. (Color online) Target-spin asymmetry for the reaction ep ! e
0
p
0
� as a function of � for the various Q2-xB (rows) and

�t (columns) bins. The point-by-point systematic uncertainties are represented by the shaded bands. The solid black curve is
the fit with the function in Eq. (43). In the highest �t bin of the third (Q2-xB) bin, � was set to zero due to the limited �

coverage, while no fit is performed on the first �t bin of the highest (Q2-xB) bin, where only one data point is present. The
curves show the predictions of the VGG [23] (red-dashed) and KMM12 [26] (blue-dotted) models.
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FIG. 20. (Color online) t dependence, for each Q
2-xB bin, of

the ↵UL term of the target-spin asymmetry. The curves show
the predictions of four GPD models for the TSA at � = 90o:
i) VGG [23] (red dashed), ii) KMM12 [26] (cyan dotted), iii)
GK [26] (blue dash-dotted), and iv) GGL [27] (orange dashed-
three-dotted).

FIG. 21. (Color online) Comparisons of the t dependences
of the sin� term of the ep� target-spin asymmetries for
the present data, integrated over Q

2 and xB (black circles),
the previous CLAS experiment [13] (magenta triangles), and
HERMES [16] (green squares).

the t-dependence of this observable - predict this and
correctly reproduce it. The best match for this term is
provided by the VGG and GK models, which show size-
able di↵erences only at the highest �t values, where the
DVCS contribution is expected to start to play a role.
The models suggest a slight contribution from DVCS in
the cos� term but the statistical precision of the data
does not allow us to draw conclusions on which predic-
tion provides the better fit.

VIII. EXTRACTION OF COMPTON FORM
FACTORS

In recent years, various groups have developed and
applied di↵erent procedures to extract Compton Form
Factors from DVCS observables. The approach adopted
here [34–36] is based on a local-fitting method at each
given experimental (Q2

, xB ,�t) kinematic point. In this
framework, instead of four complex CFFs defined as in
Eq. 9, there are eight real CFFs defined as

FRe(⇠, t) = <eF(⇠, t) (46)

FIm(⇠, t) = �
1

⇡
=mF(⇠, t) = [F (⇠, ⇠, t)⌥ F (�⇠, ⇠, t)] ,

(47)
where the sign convention is the same as for Eq. (8).
These CFFs are the almost-free parameters - their values
are allowed to vary within ±5 times the values predicted
by the VGG model - that are extracted from DVCS ob-
servables using the well-established DVCS+BH theoret-
ical amplitude. The BH amplitude is calculated exactly
while the DVCS amplitude is taken at the QCD leading
twist. The expression of these amplitudes can be found,
for instance, in [23].
The three sets of asymmetries (BSA, TSA and DSA)

for all kinematic bins were processed using this fitting
procedure to extract the Compton Form Factors. In the
adopted version of the fitter code, ẼIm is set to zero, as
Ẽ is assumed to be purely real - it is parametrized in the
VGG model by the pion pole (1/(t �m

2

⇡)). Thus seven
out of the eight real and imaginary parts of the CFFs are
left as free parameters in the fit. Figure 25 shows HIm

(black full squares) and H̃Im (red full circles), which are
obtained from the fit of the present data, as a function
of �t for each of our 5 Q

2-xB bins. These are the two
CFFs that appear to be better constrained by the present
results. Given that the size of the error bars reflects
the sensitivity of the combination of observables to each
CFF, it is evident that, as expected, our asymmetries are
mostly sensitive to =mH̃.
The results for HIm and H̃Im confirm what had been

previously observed in a qualitative way by direct com-
parison of the t-dependence of our TSAs and BSAs in
Section VII.2: the t-slope of =mH is much steeper than
that of =mH̃, hinting at the fact that the axial charge
(linked to =mH̃) might be more “concentrated” in the
center of the nucleon than the electric charge (linked to
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the ↵UL term of the target-spin asymmetry. The curves show
the predictions of four GPD models for the TSA at � = 90o:
i) VGG [23] (red dashed), ii) KMM12 [26] (cyan dotted), iii)
GK [26] (blue dash-dotted), and iv) GGL [27] (orange dashed-
three-dotted).
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the t-dependence of this observable - predict this and
correctly reproduce it. The best match for this term is
provided by the VGG and GK models, which show size-
able di↵erences only at the highest �t values, where the
DVCS contribution is expected to start to play a role.
The models suggest a slight contribution from DVCS in
the cos� term but the statistical precision of the data
does not allow us to draw conclusions on which predic-
tion provides the better fit.

VIII. EXTRACTION OF COMPTON FORM
FACTORS

In recent years, various groups have developed and
applied di↵erent procedures to extract Compton Form
Factors from DVCS observables. The approach adopted
here [34–36] is based on a local-fitting method at each
given experimental (Q2

, xB ,�t) kinematic point. In this
framework, instead of four complex CFFs defined as in
Eq. 9, there are eight real CFFs defined as

FRe(⇠, t) = <eF(⇠, t) (46)

FIm(⇠, t) = �
1

⇡
=mF(⇠, t) = [F (⇠, ⇠, t)⌥ F (�⇠, ⇠, t)] ,

(47)
where the sign convention is the same as for Eq. (8).
These CFFs are the almost-free parameters - their values
are allowed to vary within ±5 times the values predicted
by the VGG model - that are extracted from DVCS ob-
servables using the well-established DVCS+BH theoret-
ical amplitude. The BH amplitude is calculated exactly
while the DVCS amplitude is taken at the QCD leading
twist. The expression of these amplitudes can be found,
for instance, in [23].
The three sets of asymmetries (BSA, TSA and DSA)

for all kinematic bins were processed using this fitting
procedure to extract the Compton Form Factors. In the
adopted version of the fitter code, ẼIm is set to zero, as
Ẽ is assumed to be purely real - it is parametrized in the
VGG model by the pion pole (1/(t �m

2

⇡)). Thus seven
out of the eight real and imaginary parts of the CFFs are
left as free parameters in the fit. Figure 25 shows HIm

(black full squares) and H̃Im (red full circles), which are
obtained from the fit of the present data, as a function
of �t for each of our 5 Q

2-xB bins. These are the two
CFFs that appear to be better constrained by the present
results. Given that the size of the error bars reflects
the sensitivity of the combination of observables to each
CFF, it is evident that, as expected, our asymmetries are
mostly sensitive to =mH̃.
The results for HIm and H̃Im confirm what had been

previously observed in a qualitative way by direct com-
parison of the t-dependence of our TSAs and BSAs in
Section VII.2: the t-slope of =mH is much steeper than
that of =mH̃, hinting at the fact that the axial charge
(linked to =mH̃) might be more “concentrated” in the
center of the nucleon than the electric charge (linked to
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NPS cantelevered off SHMS platform NPS on SHMS platform

Detector
Detector

Magnet

Magnet

NPS angle range: 25 – 60 degreesNPS angle range: 5.5 – 30 degrees

� The Neutral Particle Spectrometer (NPS) is envisioned as a facility in Hall C,
utilizing the well-understood HMS and the SHMS infrastructure, to allow for
precision (coincidence) cross section measurements of neutral particles (g and p0).

PbWO4NPS

� Global design of a neutral-particle spectrometer between 5.5 and 60 degrees
consists of a highly segmented, crystal-based electromagnetic calorimeter
preceded by a sweeping magnet
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PbWO4	+	Sweep	
magnet

Hall	A
2014–2016
H(e,e’𝜸)X	
H(e,e’𝜸 𝜸)X

CLAS12


