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Exponential Wall

• Size of the Hilbert space grows exponentially with system 
size 


• Size of the Hilbert space occupied the ground state grows 
much slower 

∼ dN

∼ dN

{pi, |ψi⟩}

How to deal with huge Hilbert spaces ?



Density Matrix

{pi, |ψi⟩}ρ = ∑
i

pi ψi⟩ ⟨ψi

⟨𝒪⟩ = tr(ρ𝒪) = ∑
i

pi ⟨ψi |𝒪 |ψi⟩
Observable

Probability  in the pure state pi |ψi⟩

∙ tr ρ = 1
∙ ⟨ψ |ρ |ψ⟩ ≥ 0 ∀ψ



Reduced Density Matrix

ρA = trB (ρAB)

Reduced density matrix

�A = trB(�AB) A

B

Reduced density matrix

�A = trB(�AB) A

B

| ⇤ = 1⌅
2
(| �⇥⇤+ | ⇥�⇤)

|ψ⟩ =
1

2
( | ↑ ↓ ⟩ + | ↓ ↑ ⟩)

 

Best description of region A

ρA = trB( |ψ⟩⟨ψ | ) =
1
2 (1 0

0 1)



Reduced Density Matrix

ρA = trB (ρAB)

Reduced density matrix

�A = trB(�AB) A

B

Reduced density matrix

�A = trB(�AB) A

B

| ⇤ = 1⌅
2
(| �⇥⇤+ | ⇥�⇤)

|ψ⟩ =
1

2
( | ↑ ↓ ⟩ + | ↓ ↑ ⟩)

 

Best description of region A

ρB = trA( |ψ⟩⟨ψ | ) =
1
2 (1 0

0 1)



Schmidt Decomposition

Reduced density matrix

�A = trB(�AB) A

B

• If  is a pure state, it can always be 
decomposed into  
 

 

where  
 and 

  are orthonormal basis of A, B 

|ψ⟩

|ψ⟩ =
Nλ

∑
i

λi iA⟩ iB⟩

λi ≥ 0
{ | iA⟩}, { | iB⟩}

ρA = trB( |ψ⟩⟨ψ | ) =
Nλ

∑
i

λ2
i iA⟩ ⟨iA



Subsystem states

• What are the most important subsystem states ?

What are the most important subsystem states ?

Subsystem + Environment

Hamilton operator
H = HS + HE + HSE

Wavefunction
|ψ⟩ =

∑

i,α ψi,α |i⟩S |α⟩E

Best approximation with m subsystem states ?

|ψ̃⟩ =
m

∑

n=1

∑

α

ψ̃n,α |φn⟩S |α⟩E

What are the most important subsystem states ?

Subsystem + Environment

Hamilton operator
H = HS + HE + HSE

Wavefunction
|ψ⟩ =

∑

i,α ψi,α |i⟩S |α⟩E

Best approximation with m subsystem states ?

|ψ̃⟩ =
m

∑

n=1

∑

α

ψ̃n,α |φn⟩S |α⟩E

      E
S

Hamiltonian

Wavefunction

What are the most important subsystem states ?

Subsystem + Environment

Hamilton operator
H = HS + HE + HSE

Wavefunction
|ψ⟩ =

∑

i,α ψi,α |i⟩S |α⟩E

Best approximation with m subsystem states ?

|ψ̃⟩ =
m

∑

n=1

∑

α

ψ̃n,α |φn⟩S |α⟩E

Best approximation with m subsystem states:

S =
���| ̃i � | i

���
2

Minimize the distance between states:



Eigenstates of reduced DM

|ψ⟩

ρA = trB( |ψ⟩⟨ψ | ) ρB = trA( |ψ⟩⟨ψ | )

{λi, iA⟩} {λi, iB⟩}Diagonalization

Build reduced DM

|ψ⟩ =
Nλ

∑
i

λi | iA⟩ | iB⟩



Controlled Approximation

|ψ⟩ ≈ ψm
AB⟩ ≡

m

∑
i

λi iA⟩ iB⟩, m < Nλ

ϵ = 1 −
Nλ

∑
i=m+1

λ2
i

Reduced density matrix

�A = trB(�AB) A

B

• The accuracy of the 
approximation depends on how 
fast  decays.λi



Approximate Wavefunctions

m-dimensional MPS

Approximating wavefunctions m ⌧ NSch

1D ground states
| m⇥ � | ⇥

General, incl. 2D
| m⇤ ⇥� | ⇤

| m� = | �

m-dimensional MPS

1D ground state

General, including 2D



Entanglement Entropy

Von Neumann Entanglement Entropy 
 

S(A) = − tr [ρA ln (ρA)] = − ∑
i

pi ln pi = S(B)

Reduced density matrix

�A = trB(�AB) A

B

m ∼ eS(A)

• Measures how entangled 
subregions A and B are. 


• The number of states to keep, ,  
scales with :

m
S



Scaling of entanglement entropy

1D gapped :  

1D gapless : 

S(L) ∼ ln(ξ) ⇒ lim
L→∞

m ∼ const

S(L) ∼
c
3

ln(L) ⇒ lim
L→∞

m ∼ Lc/3

2D gapped and gapless : Area Law  
 

S(L) ∼ Ld−1 ⇒ lim
L→∞

m ∼ eLd−1

DMRG Works



RG transformation

• Diagonalization of the reduced density matrix gives you 
the RG transformation.


• Truncation is done by truncating the transformation 
matrix. 

U =

u11 u12 ⋯ u1Nλ

u21 u22 ⋯ u2Nλ

⋮ ⋮ ⋱ ⋮
uNλ1 uNλ2 ⋯ uNλNλ

ρdia
A = UρAU−1

|1A⟩ |2A⟩ |Nλ,A⟩



RG transformation

• Diagonalization of the reduced density matrix gives you 
the RG transformation.


• Truncation is done by truncating the transformation 
matrix. 

       U → Um =

u11 u12 ⋯ u1m
u21 u22 ⋯ u2m
⋮ ⋮ ⋱ ⋮

uNλ1 uNλ2 ⋯ uNλm

|ψ⟩ → |ψm⟩

|1A⟩ |2A⟩ |mA⟩

m × Nλ



RG transformation

H H → U†
mHUm

|ψ⟩ → |ψm⟩ =
m

∑
i=1

λi | iA⟩ | iB⟩|ψ⟩

Nλ × Nλ m × m

Operator Transformation

Basis truncation



Heisenberg model 

An example: the Heisenberg model

H = J
X

i

�Si · �Si+1, S = 1/2

l

L

H = ∑
i

Si ⋅ Si+1 = ∑
i

Sz
i Sz

i+1 +
1
2 (S+

i S−
i+1 + S−

i S+
i+1)

S(l) =
1
6

ln [ 2L
π

sin ( πl
L )] +

1
2

c′� + ln g

m ∼ eS(L/2) ≈ L1/6

Sz = (1/2 0
0 −1/2) S+ = (0 1

0 0) S− = (0 0
1 0)



Split chain into blocks

H = Hei−1
+ Si−1 ⋅ Si + Si ⋅ Si+1 + Si ⋅ Si+2 + Hbi+2

Block Hamiltonian Block Hamiltonian

|ψ⟩ = ∑
ei−1, σi,

σi+1, σi+2

cei−1,σi,σi+1,bi+2
ei−1⟩ ⊗ σi⟩ ⊗ σi+1⟩ ⊗ bi+2⟩
system environment



Building the HamiltonianBuilding the Hamiltonian

H(s)
b =

1
2 (S+

s,1 ⊗ S−
s,2 + S−

s,1 ⊗ S+
s,2) + Sz

s,1 ⊗ Sz
s,2

Single spin operator in the block I ⊗ S



Building the HamiltonianBuilding the Hamiltonian

H(e)
b =

1
2 (S+

s,3 ⊗ S−
s,4 + S−

s,3 ⊗ S+
s,4) + Sz

s,3 ⊗ Sz
s,4

Single spin operator in the block S ⊗ I



Building the HamiltonianBuilding the Hamiltonian

 Hse =
1
2 (S+

s,2 ⊗ S−
s,3 + S−

s,2 ⊗ S+
s,3) + Sz

s,2 ⊗ Sz
s,3

Sz = (1/2 0
0 −1/2) S+ = (0 1

0 0) S− = (0 0
1 0)



Building the HamiltonianBuilding the Hamiltonian

| i⟩ | j⟩ |k⟩ | l⟩

H = H(s)
b ⊗ I + I ⊗ H(e)

b +
(Sx ⊗ Sx + Sy ⊗ Sy + Sz ⊗ Sz)



Building the HamiltonianFind the ground state

H = H(s)
b ⊗ I + I ⊗ H(e)

b + Hse

| i⟩ | j⟩ |k⟩ | l⟩

• Find the ground state  of 


• Construct the density matrix 


• Construct the reduced density matrix 
 


• Keeping m eigenstates  with largest eigenvalues  of 

|ψ0⟩ H
ρ = |ψ0⟩⟨ψ0 |

ρs = ∑
kl

⟨k |⟨l |ψ0⟩⟨ψ0 |k⟩ | l⟩

{ |ϕi⟩} {Λi} ρs



RG transformation

• Construct transformation matrix 
 

 

• Transform the block Hamiltonian and operators 
 

 , 

Um = ( |ϕ1⟩ |ϕ2⟩ … |ϕm⟩)

H̃(s)
b = U†

mH(s)
b Um S̃ = U†

m(I ⊗ S)Um

Um = ϕ1 ϕ2 … ϕm H UmH̃ U†
m=



Building the Hamiltonian

H(s)
b,3 = H̃(s)

b,2 + (S̃ ⊗ I) ⋅ (I ⊗ S)

Building the HamiltonianBuilding the Hamiltonian

H̃(s)
b,2 H̃(e)

b,2

| i⟩ | j⟩ |k⟩ | l⟩

H(e)
b,3 = H̃(e)

b,2 + (I ⊗ S) ⋅ (S̃ ⊗ I)



Building the Hamiltonian

H(s)
b,3 = H̃(s)

b,2 + (S̃ ⊗ I) ⋅ (I ⊗ S)

Building the HamiltonianBuilding the Hamiltonian

H̃(s)
b,2 H̃(e)

b,2

Hse = (S ⊗ I) ⋅ (I ⊗ S)

H = H(s)
b,3 ⊗ I + I ⊗ H(e)

b,3 + Hse

| i⟩ | j⟩ |k⟩ | l⟩



RG transformationBuilding the HamiltonianBuilding the Hamiltonian

H̃(s)
b,3 H̃(e)

b,3

• Find the ground state  of 


• Construct the density matrix 


• Construct the reduced density matrix 
 


• Keeping m eigenstates  with largest eigenvalues  of 

|ψ0⟩ H
ρ = |ψ0⟩⟨ψ0 |

ρs = ∑
kl

⟨k |⟨l |ψ0⟩⟨ψ0 |k⟩ | l⟩

{ |ϕi⟩} {Λi} ρs

H̃(s)
b,2 H̃(e)

b,2

| i⟩ | j⟩ |k⟩ | l⟩



RG transformationBuilding the HamiltonianBuilding the Hamiltonian

H̃(s)
b,3 H̃(e)

b,3

H̃(s)
b,2 H̃(e)

b,2

| i⟩ | j⟩ |k⟩ | l⟩

• Construct transformation matrix 
 

 

• Transform the block Hamiltonian and operators 
 

 , 

Um = ( |ϕ1⟩ |ϕ2⟩ … |ϕm⟩)

H̃(s)
b,3 = U†

mH(s)
b,3Um S̃ = U†

m(I ⊗ S)Um



Infinite-size DMRG

environment blocksystem block environment block system block

 add 
particles

truncation truncation



Finite-size DMRGNow what?

• Grow the chain to the desired size

• Improve ground state (energy) by sweeping



SweepingNow what?

Now what?

Use old operators here
Reuse the operator



Finite-size DMRGFirst sweep to the left, then sweep to the right

aka. finite-size algorithm
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FIG. 2: Fast (left) and slow (right) convergence of the variational algorithm in our simulations.

C. Simulation details

We describe now our simulation strategy. The variational search begins with a randomly-initialized MPS with bond
dimension D = 50. To have reliable results, we aim to observe convergence in D. With several di↵erent values of D,
one can investigate the truncation error systematically, and extrapolate the physical quantities to the infinite-D limit
(see Sec. IVB). Having results with D = 50, we gradually increase the bond dimension to 100, 200, 300, 400, 500
and finally 600. To do so, the size of the optimized tensors is increased to the desired D value, and the additional
components are initialized to zero or a small random number. This MPS is used as initial guess for the variational
procedure, which is run again until convergence. This is repeated, successively increasing the bond dimension, until
our final D = 600 is reached.

Similarly, we study finite size e↵ects, using four system sizes, N = 400, 600, 800, 1000, which allows us to perform
an infinite volume extrapolation. We cover a wide parameter range to study the phase structure. The coupling
�(g) is chosen from the range �0.9  �  1.0, with five di↵erent masses, m̃0a = 0.0, 0.1, 0.2, 0.3, 0.4. To study
the mass dependence in more detail, for some values of the coupling, we simulate also additional masses, m̃0a =
0.005, 0.01, 0.02, 0.03, 0.04, 0.06, 0.08, 0.13, 0.16. We set the parameter of the penalty term, �, to 100, and target the
zero-charge sector (Starget = 0).

In performing the search of the ground state using the variational method, we observe that the convergence of the
algorithm is slower in some regions of the parameter space, namely for m0a = 0 and, in the massive case, for large
negative �(g). This is consistent with a regime where the theory may become critical. Figure 2 shows examples
of these fast- and slow-convergence cases. For the slow cases, not only it takes more sweeps for the algorithm to
converge, but also iterations of the Jacobi-Davidson solver used to solve for the local tensors are also significantly
more time-consuming.

IV. NUMERICAL RESULTS FOR PROBING THE PHASE STRUCTURE

This section describes numerical computations for quantities that can be employed to probe the non-thermal phase
structure of the Thirring model. As indicated by the perturbative RGE’s, Eq. (7) and (8) in Sec. I, it is expected
that there are at least two phases in the massive Thirring model, with the  ̄ operator in Eq. (1) being relevant in
one of them and irrelevant in the other. Since this  ̄ operator is dual to the cos(�) term in the sine-Gordon theory
in Eq. (2), one envisages that in the regime where  ̄ is irrelevant in the Thirring model, the corresponding bosonic
theory is free. Furthermore, since we are investigating two-dimensional systems, and the sine-Gordon model is closely
related to the XY model [94], it is foreseen that the phase transition in the Thirring model is of BKT type. Below, we

Sweeping



Measurements
Measurements

⇥�|Sz
i S

z
j |�⇤ � ⇥�m

L/2|S̃z
i S̃

z
j |�m

L/2⇤

S̃
z
i = O(i, L/2)Sz

i O
t(i, L/2),

O(i, L/2) = Utrunc(i)Utrunc(i+ 1) · · ·Utrunc(L/2)

i j

⟨ψ Sz
i Sz

j ψ⟩ ≈ ⟨ψm
L/2 S̃z

i S̃
z
j ψm

L/2⟩

S̃z
i = O(i, L/2)†Sz

i O(i, L/2)
O(i, L/2) = Um(i)Um(i + 1)⋯Um(L/2)



Fermionic signFermionic sign

i j

Jordan-Wigner transformation

c†i cj = c̃†isi+1 · · · sj�1c̃j , si = ei�ni

c†
i cj = S+

i e−iπ∑j−1
l=i+1 nlSj

Jordan-Wigner transformation

Sz
j = c†

j cj −
1
2

S+
j = c†

j eiπ∑l<j nl

S−
j = cje

−iπ∑l<j nl



Optimization

• Use symmetries


• Guess for Lanczos (wave function transformation)


• Everything under m3


• DGEMM should be your best friend


