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Dynamical geometry, 
topology and dimension

• In general relativity, geometry is dynamical
• There is in priori no reason why topology and 

dimension remain well defined in the presence of 
strong quantum fluctuations of geometry

• Goal : 
– Quantum gravity in which dimension, topology and 

geometry are dynamical

[Other related works : Quantum graphity, Konopka, Markopoulou, Smolin (06);
Geometry from entanglement, Cao, Carroll, Michalakis(17),  ..] 



Model
• Fundamental degree of freedom : M × L real matrix

– row index (A) : flavor 
– column index (i) : site

• Hilbert space :

• Inner product :

that describe dynamical spacetime. Multi-fingered time evolutions arise as a sum over possible

routes via a state in the kinematic Hilbert space is projected to a gauge invariant state. In Sec. V,

it is shown that the constraint algebra of the present theory reduces to that of the general relativity

in a special case. Based on the algebra that the momentum and Hamiltonian constraints obey in

the continuum limit, the emergent metric degree of freedom is identified in terms of the collective

variables. In the limit that the size of the matrix is large, the dynamical collective variables become

classical. In Sec. VI, the saddle-point equation of motion for the collective variables is derived.

The equation of motion is solved both numerically and analytically in Sec. VII for an initial state

that exhibits a three-dimensional local structure. We find a solution which describes a series of

(3 + 1)-dimensional de Sitter-like spacetimes with the Lorentzian signature which are bridged

by 4-dimensional Euclidean spaces. We show that the signature-changing dynamical phase tran-

sitions are caused by Lifshitz transitions in which the dispersion of the collective variables are

inverted dynamically. We derive an effective theory that describes propagating modes, which are

small fluctuations of the collective variables. We show that bi-local fields propagate in the space-

time determined from the saddle-point configuration, obeying local dynamics. In Sec. VIII, we

conclude with discussions on connections with the dS/CFT and AdS/CFT correspondences, and

future directions.

Table I is a roadmap to the key concepts and results of the paper.

II. KINEMATICS

A. Hilbert space

We consider an M ⇥ L real rectangular matrix, �A

i
with A = 1, 2, ..,M and i = 1, 2, .., L in

the M � L � 1 limit. The full Hilbert space is spanned by
���

↵
⌘ ⌦i,A

���A

i

↵
, where

���A

i

↵
is the

eigenstate of �̂A

i
with eigenvalue �A

i
. The inner product between basis states is given by

⌦
�0���

↵
=

Y

i,A

�
⇣
�

0
A

i
� �A

i

⌘
. (1)

The conjugate momentum denoted as ⇧̂i

A
satisfies the standard commutation relation,h

�̂A

i
, ⇧̂j

B

i
= i �j

i
�A
B

. �̂ (⇧̂) represents the M ⇥ L (L⇥M) operator valued matrix.

The row index A is referred to as flavour index. In this paper, we consider a model that has the
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(M≫L)

M scalars at each site

collection of
L sites



Frame
• A decomposition of the total Hilbert space as 

a direct product of local Hilbert spaces

• Choice of frame is not unique

O(M) flavour symmetry generated by

T̂AB =
1

2

⇣
�̂Ai⇧̂

i

B
� �̂Bi⇧̂

i

A

⌘
, (2)

where the flavour indices are raised or lowered with the Euclidean metric : �̂Ai = �̂A

i
. The flavour

symmetry acts on � (⇧) from the left (right) as

e�i tr{õT̂} �̂ ei tr{õT̂} = O �̂,

e�i tr{õT̂} ⇧̂ ei tr{õT̂} = ⇧̂ O�1, (3)

where õ is an anti-symmetric matrix and O = e�õ 2 O(M). General O(M) invariant operators

can be constructed as composites of the following bi-linears,

⇧̂�̂, ⇧̂⇧̂T , �̂T �̂, (4)

where �̂T (⇧̂T ) denotes the transpose of �̂ (⇧̂). Products of operator valued matrices are defined

in the usual way, e.g., (⇧̂�̂)i
j
= ⇧̂i

A
�̂A

j
. Henceforth, all repeated indices are understood to be

summed over unless mentioned otherwise.

B. Frame

The column index i is referred to as site index as it labels points of space in the model of gravity

to be constructed. Once we identify i as a site index, it is natural to write the total Hilbert space as

a direct product of local Hilbert spaces as

H = ⌦iHi, (5)

where Hi is the local Hilbert space spanned by ⌦A

���A

i

↵
. Such a decomposition of the total Hilbert

space is called a frame.

The total Hilbert space can be decomposed in different frames. For example, one can use a

different set of basis states that are related to the original basis states through

���
�
⌘

���̃
↵
, (6)

where �̃A

i
= gI

i
�A

I
and g 2 SL(L,R). The inner product is preserved because

�
�
���0� =

Y

A

Y

i

�
⇣
gI
i
(�A

I
� �

0
A

I
)
⌘
=

Y

I,A

�
⇣
�

0
A

I
� �A

I

⌘
, (7)
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FIG. 3: The total Hilbert space can be written as a direct product of local Hilbert spaces in a

frame. A frame is given by L linearly independent basis vectors that form an L-dimensional

parallelepiped with the unit Euclidean volume in R
L. Each basis vector determines a local Hilbert

space. Under a special linear transformation, a frame can be rotated into another frame, which

defines a new set of local Hilbert spaces.

where det g = 1 is used. This allows one to represent
���

�
= ⌦A,I

���A

I

�
, where ⌦A

���A

I

�
spans

the local Hilbert space H
0
I

at site I in the rotated frame. The total Hilbert space can be written as

a direct product of the local Hilbert spaces in the rotated frame as H = ⌦IH
0
I
.

A frame, denoted as X , is defined by a set of L linearly independent row vectors in R
L :

X = {~e i 2 R
L
��V (~e 1,~e 2, ..,~e L) = 1, i = 1, 2, .., L}, where V (~e 1,~e 2, ..,~e L) is the Euclidean

volume of the parallelepiped formed by the L vectors. This is illustrated in Fig. 3. If X is a

frame, Xg = {~e ig
��i = 1, 2, .., L} is also a frame for any g 2 SL(L,R). A frame defines a set

of local Hilbert spaces of which the total Hilbert is decomposed as a direct product. Associated

with a frame, one can define a set of local observers : a local observer at site i in frame X has

access to H
X

i
, where H

X

i
is the local Hilbert space defined at site i in frame X . The Hilbert

space accessible to a local observer in one frame is comprised of linear superpositions of states

accessible to multiple local observers in another frame. There is a priori no preferred frame and

thus no preferred set of local observers.
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• A state is defined to have a local structure in a frame if
– there exists a mapping from the set of sites into a Riemannian manifold
– the mutual information between two points decay exponentially in the 

geodesic distance between the images of the points

Local structure

i

j

ri

rj

[earlier use of mutual information for distance measure : 
Qi (2013); Cao, Carroll, Michalakis(17)]



Examples of states 
with/without local structures

1D local 
structure

2D local
structure

No local 
structure

C. Local structure

In a given frame, one can define entanglement formed across local Hilbert spaces. In the

presence of a local structure of entanglement, a spatial manifold can be defined from the pattern of

entanglement. A state is defined to have a local structure in a frame if there exists a mapping from

the sites to a Riemannian manifold such that the mutual information between any two sites decays

exponentially in the proper distance between the images of the sites in the Riemannian manifold

to the leading order in the proper distance (see Fig. 2)[81]. The dimension, topology and metric

of the manifold are collective properties of a state. A state with a local structure can be regarded

as a short-range entangled state with respect to the corresponding spatial manifold. For general

states, local structure does not exist. The existence of local structure is a dynamical property that

only a sub-set of states possess. Dimension, topology and geometry are order parameters that

differentiate different local structures.

In order to illustrate the idea, we consider a set of O(M) invariant states labeled by a collective

variable,

��t
↵
=

Z
d� eit

ij�A
i�

A
j
���

↵
, (8)

where tij is a complex L ⇥ L collective variable. If the off-diagonal elements of t are smaller in

magnitude than the diagonal elements with Imtii > 0, the mutual information between sites i and

j is given by[38]

Iij = 2M

✓
� ln

|tij|2

4ImtiiImtjj
+ 1

◆
|tij|2

4ImtiiImtjj
+ ... (9)

to the leading order in t
ij

Imtii
. Here ... represents higher order terms that include

P
n+m>0

P
k1,..,kn

P
l1,..,lm

t
ik1(

Qn�1
a=1 t

kaka+1)tknj
t
jl1(

Qm�1
b=1 t

lblb+1)tlmi

tii tjj (
Qn

a=1 t
kaka) (

Qm
b=1 t

lblb)
. Sites that are not directed con-

nected by a non-zero collective variable are entangled via multiple legs of the bi-local collective

variables. Obviously, inter-site entanglement can not exist if t is diagonal. The off-diagonal el-

ements of the collective variable describe ‘bonds’ that create inter-site entanglement, where the

strength of the bond between sites i and j is proportional to the magnitude of tij . If the short-

ranged entanglement bonds form a regular lattice (similar to the way a lattice is formed by chem-

ical bonds in solids), the corresponding state has a local structure that exhibits a manifold with a

well-defined dimension and topology. We will later see how the emergent geometry is determined

from the collective variables as well. Intuitively, the geometry is determined such that the proper
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tij describes entanglement bonds



Generalized spatial diffeomorphism
• In GR, spatial diffeomorphism is generated by momentum 

constraint

• The dimension and topology of manifold is determined 
from the pattern of entanglement  

• Generalized spatial diffeomorphism should include
– smooth diffeomorphism in any dimension and topology 
– a map that takes any chosen point in the set to any other 

chosen point

• SL(L,R) frame rotation

y : L × L traceless matrix (shift tensor) 

L × M M× L

A. Review of the Hamiltonian formalism of the general relativity

In (3 + 1) dimensions, the action of the general relativity can be written as[? ]

S =

Z
d⌧d3r

h
⇡µ⌫@⌧gµ⌫ � ⇠µ(r)Pµ(r)� ✓(r)H(r)

i
. (14)

Here a four-dimensional spacetime is decomposed into a stack of three-dimensional spatial mani-

folds that are labeled by coordinate time ⌧ . A point within each time slice is labeled by r. gµ⌫ and

⇡µ⌫ with µ, ⌫ = 1, 2, 3 are the spatial metric and its conjugate variable, respectively. The sym-

plectic form in Eq. (14) defines the Poisson bracket, {gµ⌫(r), ⇡⇢�(r0)}PB = �⇢�
µ⌫
�(r � r0), where

�⇢�
µ⌫

= 1
2

�
�⇢
µ
��
⌫
+ �⇢

⌫
��
µ

�
. Pµ(r) is the momentum density that generates spatial diffeomorphism

within a spatial manifold. ⇠µ(r) is the shift that specifies an infinitesimal spatial diffeomorphism.

H(r) is the Hamiltonian density that generates local time translation. ✓(r) is the lapse that deter-

mines the position dependent time translation. The shift and the lapse can be chosen arbitrarily.

Consequently, the momentum and Hamiltonian,

P
h
~⇠
i
=

Z
d3r ⇠µ(r)Pµ(r),

H [✓] =

Z
d3r ✓(r)H(r) (15)

become constraints. The key property of the general relativity is that the entire dynamics is gener-

ated by the constraints that satisfy the hypersurface deformation algebra[? ],
n
P
h
~⇠1
i
, P

h
~⇠2
io

PB

= P
h
L~⇠1

~⇠2
i
, (16)

n
P
h
~⇠
i
, H [✓]

o

PB

= H
h
L~⇠

✓
i
, (17)

n
H [✓1] , H [✓2]

o

PB

= P
h
~⇠✓1,✓2

i
. (18)

Here L~⇠
represents the Lie derivative with respect to the vector field ~⇠ and

⇠µ
✓1,✓2

= �Sgµ⌫ (✓1r⌫✓2 � ✓2r⌫✓1) . (19)

The signature of spacetime is chosen to be (S,+,+,+). For a Lorentzian (Euclidean) space-

time, S = �1(+1). Eq. (16) and Eq. (17) denote the fact that Pµ(r) and H(r) transform as

a vector density and a scalar density respectively under a spatial diffeomorphism. These two are

purely kinematic. On the other hand, Eq. (18) implies that two successive infinitesimal local

time translations performed in different orders are related to each other through a spatial diffeo-

morphism. Under an infinitesimal time translation generated by lapse ✓1, a general phase space
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Hamiltonian constraint
• In GR, Hamiltonian density transforms as a 

scalar density under spatial diffeomorphism

• A Hamiltonian that satisfies                       is
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The factor of M�2 is introduced in Eq. (32) to make sure that both ĥ1,v and ĥ2,v scale as O(M) in

the large M limit. We combine ĥ1,v and ĥ2,v to write the Hamiltonian as Ĥv = ↵̃1ĥ1,v + ↵̃2ĥ2,v,

where ↵̃1 and ↵̃2 are dimensionless parameters. We choose ↵̃2 > 0 such that the Hamiltonian is

bounded from below for large ⇧. Furthermore, ↵̃1 < 0 is chosen so that the space of configurations

that satisfy the constraint Ĥv = 0 is non-trivial in the classical limit[83]. Without loss of generality,

one can set ↵̃1 = �1. The full Hamiltonian with lapse tensor v is written as

Ĥv = tr
⇢✓

�⇧̂⇧̂T +
↵̃

M2
⇧̂⇧̂T �̂T �̂⇧̂⇧̂T

◆
v

�
. (33)

FIG. 5: The local Hamiltonian density defined at site i in Eq. (35) includes hoppings between

sites j and k which are connected through i via two entanglement bonds. The hopping amplitude

is proportional to the product of
⇣
⇧̂⇧̂T

⌘ij

and
⇣
⇧̂⇧̂T

⌘ki

.

In order to understand the meaning of the Hamiltonian, it is convenient to go to the frame in

which the lapse tensor is diagonal. A non-singular lapse tensor can be written as

v = nvg
T

v
Svgv, (34)

where nv is a positive number, gv 2 SL(L,R) and Sv is a diagonal matrix whose elements are

either 1 or �1. See Appendix A for the proof. Then, Eq. (33) can be written as

Ĥv = nv

X

i

Si

"
�⇧̂

0
i

A
⇧̂

0
i

A
+

↵̃

M2

X

j,k
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0
i

A
⇧̂

0
j

A
�̂

0
B

j
�̂

0
B

k
⇧̂

0
k

C
⇧̂

0
i

C

#
, (35)

where �̂0 = �̂g�1
v

and ⇧̂0 = gv⇧̂. Henceforth, let us omit the prime signs. Here Si determines

the direction of local time evolution at each site i. The first term in the bracket of Eq. (35) is
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lapse tensor 
(symmetric matrix)
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Physical meaning

The factor of M�2 is introduced in Eq. (32) to make sure that both ĥ1,v and ĥ2,v scale as O(M) in

the large M limit. We combine ĥ1,v and ĥ2,v to write the Hamiltonian as Ĥv = ↵̃1ĥ1,v + ↵̃2ĥ2,v,

where ↵̃1 and ↵̃2 are dimensionless parameters. We choose ↵̃2 > 0 such that the Hamiltonian is

bounded from below for large ⇧. Furthermore, ↵̃1 < 0 is chosen so that the space of configurations

that satisfy the constraint Ĥv = 0 is non-trivial in the classical limit[83]. Without loss of generality,

one can set ↵̃1 = �1. The full Hamiltonian with lapse tensor v is written as

Ĥv = tr
⇢✓

�⇧̂⇧̂T +
↵̃

M2
⇧̂⇧̂T �̂T �̂⇧̂⇧̂T

◆
v

�
. (33)

FIG. 5: The local Hamiltonian density defined at site i in Eq. (35) includes hoppings between

sites j and k which are connected through i via two entanglement bonds. The hopping amplitude

is proportional to the product of
⇣
⇧̂⇧̂T

⌘ij

and
⇣
⇧̂⇧̂T

⌘ki

.

In order to understand the meaning of the Hamiltonian, it is convenient to go to the frame in

which the lapse tensor is diagonal. A non-singular lapse tensor can be written as

v = nvg
T

v
Svgv, (34)

where nv is a positive number, gv 2 SL(L,R) and Sv is a diagonal matrix whose elements are

either 1 or �1. See Appendix A for the proof. Then, Eq. (33) can be written as

Ĥv = nv
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#
, (35)

where �̂0 = �̂g�1
v

and ⇧̂0 = gv⇧̂. Henceforth, let us omit the prime signs. Here Si determines

the direction of local time evolution at each site i. The first term in the bracket of Eq. (35) is
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ultra-local kinetic term Relatively local hopping term

an ultra-local kinetic term. The second term describes a hopping process, where a particle jumps

from sites j to k (and vice versa) with a hopping amplitude proportional to (⇧̂j

A
⇧̂i

A
)(⇧̂i

C
⇧̂k

C
).

The hopping amplitude between two sites is given by the amplitudes of bi-local operators that

connect the two sites through a third site i as is shown in Fig. 5. In the large M limit, the bi-linear

operator (⇧̂j

A
⇧̂i

A
) has a well-defined expectation value for O(M) invariant states. For the state in

Eq. (8), the expectation value of the bi-local operator is given by the collective variable

1

M

⌦
t
��(⇧̂j

A
⇧̂i

A
)
��t
↵

⌦
t
��t
↵ = �2i(t�1 � t⇤�1)�1

ij
. (36)

The collective variable tij in turn controls the mutual information between sites i and j through

Eq. (9). Therefore, Eq. (35) describes a relatively local kinetic term whose hopping amplitude

is determined from the entanglement present between sites[34]. Because entanglement is state

dependent, so are the hopping amplitudes and the graph that is formed by the network of hopping

amplitudes. Since the underlying matrix is dynamical, the emergent manifold that is formed by

the entanglement bonds is fully dynamical. In a globally entangled state, the Hamiltonian acts as

a non-local Hamiltonian with global hoppings. In a state with a local structure, the Hamiltonian

acts as a local Hamiltonian in the corresponding dimension set by the local structure [25]. For this

reason, the dimension, topology and geometry are all dynamical in this theory[84].

For each choice of the lapse tensor, the Hamiltonian is relatively local in the frame in which

the lapse tensor is diagonal. The gauge freedom in the choice of lapse tensor includes not only the

freedom to choose site dependent speed of time evolution in a given frame[85] but also the freedom

to rotate the frame in which the lapse tensor is diagonal. The space of lapse tensors in the present

theory is much larger than that of lapse functions in the general relativity. In the general relativity,

the rate of local time flow can be chosen independently at each site. In the presence of L sites,

this would give rise to L independent directions of multi-fingered time evolutions. In the present

theory, there are L(L+1)
2 independent parameters in the lapse tensor. The extra L(L�1)

2 off-diagonal

elements come from the freedom to rotate frames. As a result, the notion of the many-fingered

time evolutions is generalized to a greater extent. This is illustrated in Fig. 6.

In the general relativity, one can choose any lapse function to evolve a state defined on a time

slice to a next time slice. In the presence of physical degrees of freedom which can be used to

construct a set of local clocks, one can define a lapse function with respect to the clocks. For

example, one can use radioactive atoms distributed over space as local clocks, and choose lapse

such that the density of decayed atoms follow a specific profile in each time slices. In the present

25

C. Local structure

In a given frame, one can define entanglement formed across local Hilbert spaces. In the

presence of a local structure of entanglement, a spatial manifold can be defined from the pattern of

entanglement. A state is defined to have a local structure in a frame if there exists a mapping from

the sites to a Riemannian manifold such that the mutual information between any two sites decays

exponentially in the proper distance between the images of the sites in the Riemannian manifold

to the leading order in the proper distance (see Fig. 2)[81]. The dimension, topology and metric

of the manifold are collective properties of a state. A state with a local structure can be regarded

as a short-range entangled state with respect to the corresponding spatial manifold. For general

states, local structure does not exist. The existence of local structure is a dynamical property that

only a sub-set of states possess. Dimension, topology and geometry are order parameters that

differentiate different local structures.

In order to illustrate the idea, we consider a set of O(M) invariant states labeled by a collective

variable,

��t
↵
=

Z
d� eit

ij�A
i�

A
j
���

↵
, (8)

where tij is a complex L ⇥ L collective variable. If the off-diagonal elements of t are smaller in

magnitude than the diagonal elements with Imtii > 0, the mutual information between sites i and

j is given by[38]

Iij = 2M

✓
� ln

|tij|2

4ImtiiImtjj
+ 1

◆
|tij|2

4ImtiiImtjj
+ ... (9)

to the leading order in t
ij

Imtii
. Here ... represents higher order terms that include

P
n+m>0

P
k1,..,kn

P
l1,..,lm

t
ik1(

Qn�1
a=1 t

kaka+1)tknj
t
jl1(

Qm�1
b=1 t

lblb+1)tlmi

tii tjj (
Qn

a=1 t
kaka) (

Qm
b=1 t

lblb)
. Sites that are not directed con-

nected by a non-zero collective variable are entangled via multiple legs of the bi-local collective

variables. Obviously, inter-site entanglement can not exist if t is diagonal. The off-diagonal el-

ements of the collective variable describe ‘bonds’ that create inter-site entanglement, where the

strength of the bond between sites i and j is proportional to the magnitude of tij . If the short-

ranged entanglement bonds form a regular lattice (similar to the way a lattice is formed by chem-

ical bonds in solids), the corresponding state has a local structure that exhibits a manifold with a

well-defined dimension and topology. We will later see how the emergent geometry is determined

from the collective variables as well. Intuitively, the geometry is determined such that the proper

16

the strength of hopping between sites j and k
is given by the strength of mutual information
formed by a third site i

In the frame in which the lapse is diagonal,



Constraint Algebra

• The constraints obey a first-class quantum algebra
• In the continuum limit, the constraint algebra reduces to an algebra that 

includes general relativity once we identify the metric as

• The metric identified in this way indeed encodes information on entanglement 
• However, the metric alone does not fully specify entanglement : ER ⊊ EPR

Algebra of GR

Unlike A and B, C is a dynamical variable (function of                 )

sub-leading

A. Review of the Hamiltonian formalism of the general relativity

In (3 + 1) dimensions, the action of the general relativity can be written as[? ]

S =

Z
d⌧d3r

h
⇡µ⌫@⌧gµ⌫ � ⇠µ(r)Pµ(r)� ✓(r)H(r)

i
. (14)

Here a four-dimensional spacetime is decomposed into a stack of three-dimensional spatial mani-

folds that are labeled by coordinate time ⌧ . A point within each time slice is labeled by r. gµ⌫ and

⇡µ⌫ with µ, ⌫ = 1, 2, 3 are the spatial metric and its conjugate variable, respectively. The sym-

plectic form in Eq. (14) defines the Poisson bracket, {gµ⌫(r), ⇡⇢�(r0)}PB = �⇢�
µ⌫
�(r � r0), where

�⇢�
µ⌫

= 1
2

�
�⇢
µ
��
⌫
+ �⇢

⌫
��
µ

�
. Pµ(r) is the momentum density that generates spatial diffeomorphism

within a spatial manifold. ⇠µ(r) is the shift that specifies an infinitesimal spatial diffeomorphism.

H(r) is the Hamiltonian density that generates local time translation. ✓(r) is the lapse that deter-

mines the position dependent time translation. The shift and the lapse can be chosen arbitrarily.

Consequently, the momentum and Hamiltonian,

P
h
~⇠
i
=

Z
d3r ⇠µ(r)Pµ(r),

H [✓] =

Z
d3r ✓(r)H(r) (15)

become constraints. The key property of the general relativity is that the entire dynamics is gener-

ated by the constraints that satisfy the hypersurface deformation algebra[? ],
n
P
h
~⇠1
i
, P

h
~⇠2
io

PB

= P
h
L~⇠1

~⇠2
i
, (16)

n
P
h
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i
, H [✓]

o

PB

= H
h
L~⇠

✓
i
, (17)

n
H [✓1] , H [✓2]

o

PB

= P
h
~⇠✓1,✓2

i
. (18)

Here L~⇠
represents the Lie derivative with respect to the vector field ~⇠ and

⇠µ
✓1,✓2

= �Sgµ⌫ (✓1r⌫✓2 � ✓2r⌫✓1) . (19)

The signature of spacetime is chosen to be (S,+,+,+). For a Lorentzian (Euclidean) space-

time, S = �1(+1). Eq. (16) and Eq. (17) denote the fact that Pµ(r) and H(r) transform as

a vector density and a scalar density respectively under a spatial diffeomorphism. These two are

purely kinematic. On the other hand, Eq. (18) implies that two successive infinitesimal local

time translations performed in different orders are related to each other through a spatial diffeo-

morphism. Under an infinitesimal time translation generated by lapse ✓1, a general phase space
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Gauge Invariant State
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[i�

m]
j] = 1

4

⇣
Ĝl
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⌘
. It is noted that (⇧̂⇧̂T ), (�̂T �̂), Ĝ, Ĥ ⇠

O(M) in the large M limit. The first two terms in Eq. (40) are O(M). The last term that depends

on Ĥ is O(1), and is sub-leading in the large M limit[86]. The last term is generated as operators

are ordered such that Ĝ appears at the far right in the first two terms. This ordering makes it

manifest that states annihilated by Ĝ and Ĥ are automatically annihilated by their commutators.

Therefore, no additional constraints are needed to define the space of gauge invariant states. In

short, the momentum and Hamiltonian constraints form a first class algebra[43].

IV. PATH INTEGRAL REPRESENTATION OF STATE PROJECTION

A. Projection

The momentum and Hamiltonian are generators of gauge transformations. The physical Hilbert

space is given by the set of gauge invariant states. Let
��0
↵

be a gauge invariant state which satisfies

Ĝy

��0
↵
= Ĥv

��0
↵
= 0 (41)

for any choice of y, v. An example of gauge invariant states is
R
D�

���
↵
. However, this state has

infinite norm with respect to the inner product defined in Eq. (1). This is a property that all gauge

invariant states share. Gauge invariant states are non-normalizable because the Hilbert space and

the gauge group are both non-compact. Wavefunctions of gauge invariant states are necessarily

extended over unbounded regions in the phase space as is proven in Appendix B.

On the other hand, quantum states to which probabilities can be assigned should be normal-

izable. Wavefunctions of normalizable states are localized within compact regions in the gauge

orbit, breaking gauge symmetry[25]. The incompatibility between gauge invariance and normal-

izability gives rise to a non-trivial evolution as normalizable states are projected toward a gauge

invariant state[44, 45]. Let us denote a normalizable state as
���
↵
. The projection of

���
↵

to a gauge

invariant state,
��0
↵

is given by

⌦
0
���
↵
. (42)

28

• All gauge invariant states have infinite norm
– Gauge group is non-compact, and wavefunctions for gauge invariant 

states are extended in the space of ɸ

• States to which probabilities can be assigned break the gauge 
symmetry (spontaneously)

• A natural object is an overlap between gauge invariant state, |0⟩
and a state with finite norm, |χ⟩

• : wavefunction of gauge invariant state written in the 
basis of states with finite norm
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O(M) in the large M limit. The first two terms in Eq. (40) are O(M). The last term that depends

on Ĥ is O(1), and is sub-leading in the large M limit[86]. The last term is generated as operators

are ordered such that Ĝ appears at the far right in the first two terms. This ordering makes it

manifest that states annihilated by Ĝ and Ĥ are automatically annihilated by their commutators.

Therefore, no additional constraints are needed to define the space of gauge invariant states. In

short, the momentum and Hamiltonian constraints form a first class algebra[43].
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The momentum and Hamiltonian are generators of gauge transformations. The physical Hilbert

space is given by the set of gauge invariant states. Let
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for any choice of y, v. An example of gauge invariant states is
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. However, this state has

infinite norm with respect to the inner product defined in Eq. (1). This is a property that all gauge

invariant states share. Gauge invariant states are non-normalizable because the Hilbert space and

the gauge group are both non-compact. Wavefunctions of gauge invariant states are necessarily

extended over unbounded regions in the phase space as is proven in Appendix B.

On the other hand, quantum states to which probabilities can be assigned should be normal-

izable. Wavefunctions of normalizable states are localized within compact regions in the gauge

orbit, breaking gauge symmetry[25]. The incompatibility between gauge invariance and normal-

izability gives rise to a non-trivial evolution as normalizable states are projected toward a gauge

invariant state[44, 45]. Let us denote a normalizable state as
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Projection

• A series of successive gauge transformations generates an 
evolution of the state with finite norm 

• The evolution describes paths along which the state with finite 
norm is projected to the gauge invariant state

• The sub-Hilbert space (V) within which paths lie is determined 
by global symmetry of

V

H



Initial state 
with a classical 3d local structure

Three torus with nearest neighbor entanglement bonds in three-dimensional local structure



Time evolution
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FIG. 11: q̄d, a, S plotted as a function of ⌧ . Here, q̄d is the scalar defined in Eq. (98). a is the

scale factor of the space defined by gµ⌫ = a�µ⌫ for the space with the translational symmetry and

the reflection symmetry. S is the signature of time.

analytical solution valid when q̄d is small. The analytic solution confirms the features observed in

the numerical solution.

In the small q̄d limit, Eqs. (122) and (120) becomes

T±[p̄k, q̄d] =
�

2p̄k
± �

4p̄3/2k

q̄d +O(q̄2
d
),

s̄k = ⌥ �

2p̄1/2k

+O(q̄d). (131)

To the leading order in q̄d, Eq. (123) and Eq. (124) become
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FIG. 11: q̄d, a, S plotted as a function of ⌧ . Here, q̄d is the scalar defined in Eq. (98). a is the

scale factor of the space defined by gµ⌫ = a�µ⌫ for the space with the translational symmetry and

the reflection symmetry. S is the signature of time.

analytical solution valid when q̄d is small. The analytic solution confirms the features observed in

the numerical solution.

In the small q̄d limit, Eqs. (122) and (120) becomes
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time, the Lifshitz transition is local : @
2

@kµ@k⌫
p̄k at k = 0 changes sign from negative to positive

while the band does not become globally flat. The profile of p̄k near the local Lifshitz transition

is shown in Fig. 10(b). As time keeps increasing, the second set of global and local Lifshitz

transitions occur at ⌧ ⇤3 ⇡ 6.365 and ⌧ ⇤4 ⇡ 11.035, respectively as is shown in Fig. 10(c) and Fig.

10(d). This evolution of p̄k near the second global Lifshitz transition is almost identical to the

evolution near the first transition. This ‘universality’ can be understood from an analytic solution

that is valid near the global Lifshitz transitions. This will be discussed in the following section.

(a) (b)

(c)

FIG. 11: q̄d, a, S plotted as a function of ⌧ . Here, q̄d is the scalar defined in Eq. (98). a is the

scale factor of the space defined by gµ⌫ = a�µ⌫ for the space with the translational symmetry and

the reflection symmetry. S is the signature of time.

Although the profile of q̄d(⌧) is not exactly periodic, it follows an oscillatory pattern. In Fig.

11(a), we plot q̄d(⌧) as a function of ⌧ . During one oscillation of q̄d, the collective variable under-

goes four Lifshitz transitions, alternating between global and local Lifshitz transitions as is shown
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Scale factor of space (                             ) Signature of time

One epoch of de Sitter-like 
spacetime with Lorentzian 
signature

Euclidean spacetime

numerical solution for L=106



Conclusion

• A background independent quantum gravity in 
which dimension, topology and geometry are 
dynamical collective variables of underlying 
quantum matter

• Saddle-point solution that describes a series 
of de Sitter-like spacetimes



Open question

• Physical spectrum
• A background  independent theory which has 

a small number of low-energy modes
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Review of GR in Hamiltonian formalism
[Arnowitt-Deser-Misner]

A. Review of the Hamiltonian formalism of the general relativity

In (3 + 1) dimensions, the action of the general relativity can be written as[? ]

S =

Z
d⌧d3r

h
⇡µ⌫@⌧gµ⌫ � ⇠µ(r)Pµ(r)� ✓(r)H(r)

i
. (14)

Here a four-dimensional spacetime is decomposed into a stack of three-dimensional spatial mani-

folds that are labeled by coordinate time ⌧ . A point within each time slice is labeled by r. gµ⌫ and

⇡µ⌫ with µ, ⌫ = 1, 2, 3 are the spatial metric and its conjugate variable, respectively. The sym-

plectic form in Eq. (14) defines the Poisson bracket, {gµ⌫(r), ⇡⇢�(r0)}PB = �⇢�
µ⌫
�(r � r0), where

�⇢�
µ⌫

= 1
2
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�⇢
µ
��
⌫
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⌫
��
µ

�
. Pµ(r) is the momentum density that generates spatial diffeomorphism

within a spatial manifold. ⇠µ(r) is the shift that specifies an infinitesimal spatial diffeomorphism.

H(r) is the Hamiltonian density that generates local time translation. ✓(r) is the lapse that deter-

mines the position dependent time translation. The shift and the lapse can be chosen arbitrarily.

Consequently, the momentum and Hamiltonian,

P
h
~⇠
i
=

Z
d3r ⇠µ(r)Pµ(r),

H [✓] =

Z
d3r ✓(r)H(r) (15)

become constraints. The key property of the general relativity is that the entire dynamics is gener-

ated by the constraints that satisfy the hypersurface deformation algebra[? ],
n
P
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i
, P

h
~⇠2
io
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i
, (16)
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H [✓1] , H [✓2]
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h
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i
. (18)

Here L~⇠
represents the Lie derivative with respect to the vector field ~⇠ and

⇠µ
✓1,✓2

= �Sgµ⌫ (✓1r⌫✓2 � ✓2r⌫✓1) . (19)

The signature of spacetime is chosen to be (S,+,+,+). For a Lorentzian (Euclidean) space-

time, S = �1(+1). Eq. (16) and Eq. (17) denote the fact that Pµ(r) and H(r) transform as

a vector density and a scalar density respectively under a spatial diffeomorphism. These two are

purely kinematic. On the other hand, Eq. (18) implies that two successive infinitesimal local

time translations performed in different orders are related to each other through a spatial diffeo-

morphism. Under an infinitesimal time translation generated by lapse ✓1, a general phase space
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generalized spatial diffeomorphism

function f(g, ⇡) evolves into f + ✏{f,H[✓1]}PB. A consecutive time evolution generated by lapse

✓2 gives f + ✏{f,H[✓1]}PB + ✏{f,H[✓2]}PB + ✏2{{f,H[✓1]}PB, H[✓2]}PB. The time translations

applied in the opposite order results in a different outcome, f + ✏{f,H[✓2]}PB + ✏{f,H[✓1]}PB +

✏2{{f,H[✓2]}PB, H[✓1]}PB. The discrepancy between the two is generated by the shift given in

Eq. (19) to the order of ✏2 due to the Jacobi identity. This relation has some dynamical information

because Eq. (19) depends on the spatial metric and the signature of spacetime. In other words,

the discrepancy is compensated by different shifts in different states. This will be important in

identifying the emergent metric degree of freedom in our theory later in this paper.

The Hamiltonian and momentum form the first-class constraint algebra classically, which is

crucial to guarantee that the constraints are preserved under the evolution generated by the con-

straints themselves. The constraint algebra largely fixes the form of the Einstein-Hilbert action.

Up to two derivative order, the Einstein-Hilbert action is the only theory that satisfies Eqs. (16),

(17) and (18) [40, 41]. In quantum gravity, the constraints are to be promoted to operators that sat-

isfy a first-class operator algebra. The challenge is to regularize the constraints in a way that they

satisfy a first-class algebra at the quantum level which is reduced to Eq. (16)-(18) in the classical

limit.

In the following two subsections, we construct momentum and Hamiltonian constraints that

generate generalized spacetime diffeomorphism in the absence of manifold with fixed dimension

and topology. We impose the O(M) flavour symmetry, and the constraints are built out of the

bi-linears in Eq. (4).

B. Momentum constraint

Because dimension and topology of spatial manifold are not fixed, spatial diffeomorphism

needs to be generalized to a group that includes diffeomorphism in any dimension in the limit that

L is large. For any pair of sites i and j, there should exist a generator that maps i to j because

there are states with local structures in which the two sites are close to each other. The desired

gauge group is the special linear group (SL(L,R) ) introduced in Sec. II B that generates rotations

of frame.

The first operator in Eq. (4) generates the general linear transformation. The Hermitian gener-

ator of GL(L,R) is given by
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where i, j = 1, 2, ..., L. The GL(L,R) generators can be decomposed into (L2� 1) generators for

SL(L,R) ,
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= Ĝi

j
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L
Ĝk

k
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j
, (21)

and one for the global dilatation,

Ĝ0 = 1
L
Ĝk

k
. (22)

Because the inner product is preserved under SL(L,R) as is shown in Eq. (7), we pick SL(L,R)

as the gauge group that generalizes the spatial diffeomorphism. SL(L,R) generators can be writ-

ten as

Ĝy = tr
n
Ĝy

o
, (23)

where y is a traceless L ⇥ L real matrix. The SL(L,R) transformations act on � (⇧) from the

right (left) as

e�iĜy �̂ eiĜy = �̂ gy,

e�iĜy ⇧̂ eiĜy = g�1
y

⇧̂, (24)

where gy = e�y 2 SL(L,R) . Under SL(L,R) , � (⇧) transforms covariantly (contravariantly).

Now we examine how SL(L,R) acts on the matrix in states which have local structures. In

the presence of a local structure, one can define a manifold into which sites are embedded. Let ri

represent the point in the spatial manifold associated with site i. The matrix �A

i
is then viewed as

a field �A(ri) defined at position ri. For an infinitesimal SL(L,R) transformation with gy = e�✏y

in Eq. (24), the field transforms as

�
0
A(ri) = �A(ri)� ✏

X

j

�A(rj)y
j

i
. (25)

Let us consider field configurations that change slowly on the manifold in the continuum limit with

L � 1. In this case, a gradient expansion can be used to write �A(rj) = �A(ri) + @µ�A(ri)(r
µ

j
�

rµ
i
) + .. [82], and Eq. (25) becomes
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Ĝy

o
, (23)

where y is a traceless L ⇥ L real matrix. The SL(L,R) transformations act on � (⇧) from the

right (left) as
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Ĝ0 = 1
L
Ĝk

k
. (22)

Because the inner product is preserved under SL(L,R) as is shown in Eq. (7), we pick SL(L,R)

as the gauge group that generalizes the spatial diffeomorphism. SL(L,R) generators can be writ-

ten as
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represents a scalar and a vector fields, respectively, associated with y. In Eq. (26), ... represent

higher derivative terms. The scalar field determines the position dependent rescaling of the field

(Weyl transformation)[42]. The vector field describes spatial diffeomorphism. From this, we see

that SL(L,R) includes spatial diffeomorphism for slowly varying fields in states that possesses

local structures. We call Ĝ and y the momentum constraint and the shift tensor, respectively.

A few remarks are in order. First, the diffeomorphism induced by SL(L,R) is an active trans-

formation. Eq. (26) shows how the field is actively ‘dragged’ under SL(L,R) in a fixed coordinate

system. Second, SL(L,R) includes smooth diffeomorphism of any dimension in the large L limit.

Once a D-dimensional coordinate system is chosen by the local structure of a state, there exists a

set of shift tensors that generate general diffeomorphism in D-dimensional. For example, the state

in Eq. (8) with Eq. (10) has the one-dimensional local structure. The shift tensor given by

yj
i
=

⇠i
2
(�j,i+1 � �j,i�1) (29)

gives rise to a vector field ⇠(ri) = ⇠i in the coordinate system given by Eq. (11). This generates

an one-dimensional diffeomorphism in the continuum limit. The state with Eq. (12) has a two-

dimensional local structure which is manifest in the coordinate system given by Eq. (13). The

shift tensor,

yj
i
=

⇠1
i

2

⇣
�r1j ,r1i+1 � �r1j ,r1i�1

⌘
�r2j ,r2i +

⇠2
i

2

⇣
�r2j ,r2i+1 � �r2j ,r2i�1

⌘
�r1j ,r1i (30)

gives rise to a two-dimensional diffeomorphism generated by the vector field ⇠µ(ri) = (⇠1
i
, ⇠2

i
)

on the two-dimensional manifold in the continuum limit. These examples show that SL(L,R)

include general diffeomorphism in arbitrary dimensions. Third, D-dimensional diffeomorphisms

act locally only in states with a D-dimensional local structure. In general, a SL(L,R) transforma-

tion that generates a D-dimensional diffeomorphism acts as a non-local transformation in states

with local structures with different dimensions. For example, the shift tensor in Eq. (30) generates

a non-local transformation in the one-dimensional manifold given by Eq. (11), while it generates

a local diffeomorphism in the two-dimensional manifold in Eq. (13). A transformation that maps

site 1 to site L is quasi-local in Fig. 4(b) but non-local in Fig. 4(a) in the continuum limit.
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Weyl scalar

shift vector

• Generalized diffeomorphism includes Weyl transformations, 
smooth diffeomorphism and more

• This is an active transformation in a fixed coordinate system

if ɸA
i varies slowly

in a manifold



Example

tries, depending on the pattern of entanglement. Let us consider a few examples of states with

local structures. As a first example, we consider the state in Eq. (8) with

tij = i
�
�ij + ✏�|i�j|,1

�
(10)

for ✏ ⌧ 1. In this state, nearest neighbour entanglement bonds form an open chain. It exhibits the

local structure of a flat one-dimensional manifold with the topology of [0, 1]. For this state, the

local structure is manifest in the one-dimensional coordinate system,

rj = j. (11)

As a second example, let us consider the collective variable given by

tij = i
⇣
�ij + ✏�p(r1i�r

1
j )

2+(r2i�r
2
j )

2,1

⌘
, (12)

where

(r1
j
, r2

j
) =

✓
j mod

p
L,

����
j � 1p

L

����+ 1

◆
(13)

with kxk being the largest integer equal to or smaller than x. In this state, the entanglement bonds

form a square lattice. It exhibits a two-dimensional local structure with the topology of a disk. Eq.

(13) is a natural coordinate system in which the local structure is manifest. These are illustrated in

Fig. 4.

The existence of local structure depends on the choice of frame. Under a change of frame, the

collective variable is transformed as t0IJ = gI
i
gJ
j
tij , where g 2 SL(L,R). Even if a state exhibits a

local entanglement structure in one frame, it does not have a local structure in another frame if the

latter is related to the former through a transformation that is non-local with respect to the locality

defined in one frame. Generic states with bonds that form a global network do not exhibit a local

structure.

III. GAUGE SYMMETRY

In this section, we construct the generators of the gauge symmetry that generalizes the space-

time diffeomorphism of the general relativity. Since we are going to use the Hamiltonian formal-

ism, we first review the Hamiltonian formulation of the general relativity.
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C. Local structure

In a given frame, one can define entanglement formed across local Hilbert spaces. In the

presence of a local structure of entanglement, a spatial manifold can be defined from the pattern of

entanglement. A state is defined to have a local structure in a frame if there exists a mapping from

the sites to a Riemannian manifold such that the mutual information between any two sites decays

exponentially in the proper distance between the images of the sites in the Riemannian manifold

to the leading order in the proper distance (see Fig. 2)[81]. The dimension, topology and metric

of the manifold are collective properties of a state. A state with a local structure can be regarded

as a short-range entangled state with respect to the corresponding spatial manifold. For general

states, local structure does not exist. The existence of local structure is a dynamical property that

only a sub-set of states possess. Dimension, topology and geometry are order parameters that

differentiate different local structures.

In order to illustrate the idea, we consider a set of O(M) invariant states labeled by a collective

variable,

��t
↵
=

Z
d� eit

ij�A
i�

A
j
���

↵
, (8)

where tij is a complex L ⇥ L collective variable. If the off-diagonal elements of t are smaller in

magnitude than the diagonal elements with Imtii > 0, the mutual information between sites i and

j is given by[38]

Iij = 2M

✓
� ln

|tij|2

4ImtiiImtjj
+ 1

◆
|tij|2

4ImtiiImtjj
+ ... (9)

to the leading order in t
ij

Imtii
. Here ... represents higher order terms that include

P
n+m>0

P
k1,..,kn

P
l1,..,lm

t
ik1(

Qn�1
a=1 t

kaka+1)tknj
t
jl1(

Qm�1
b=1 t

lblb+1)tlmi

tii tjj (
Qn

a=1 t
kaka) (

Qm
b=1 t

lblb)
. Sites that are not directed con-

nected by a non-zero collective variable are entangled via multiple legs of the bi-local collective

variables. Obviously, inter-site entanglement can not exist if t is diagonal. The off-diagonal el-

ements of the collective variable describe ‘bonds’ that create inter-site entanglement, where the

strength of the bond between sites i and j is proportional to the magnitude of tij . If the short-

ranged entanglement bonds form a regular lattice (similar to the way a lattice is formed by chem-

ical bonds in solids), the corresponding state has a local structure that exhibits a manifold with a

well-defined dimension and topology. We will later see how the emergent geometry is determined

from the collective variables as well. Intuitively, the geometry is determined such that the proper
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for ✏ ⌧ 1. In this state, nearest neighbour entanglement bonds form an open chain. It exhibits the

local structure of a flat one-dimensional manifold with the topology of [0, 1]. For this state, the
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with kxk being the largest integer equal to or smaller than x. In this state, the entanglement bonds

form a square lattice. It exhibits a two-dimensional local structure with the topology of a disk. Eq.

(13) is a natural coordinate system in which the local structure is manifest. These are illustrated in

Fig. 4.

The existence of local structure depends on the choice of frame. Under a change of frame, the

collective variable is transformed as t0IJ = gI
i
gJ
j
tij , where g 2 SL(L,R). Even if a state exhibits a

local entanglement structure in one frame, it does not have a local structure in another frame if the

latter is related to the former through a transformation that is non-local with respect to the locality

defined in one frame. Generic states with bonds that form a global network do not exhibit a local

structure.

III. GAUGE SYMMETRY

In this section, we construct the generators of the gauge symmetry that generalizes the space-

time diffeomorphism of the general relativity. Since we are going to use the Hamiltonian formal-

ism, we first review the Hamiltonian formulation of the general relativity.
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⇠µ
y
(ri) =

X

j

yj
i
(rµ

j
� rµ

i
) (28)

represents a scalar and a vector fields, respectively, associated with y. In Eq. (26), ... represent

higher derivative terms. The scalar field determines the position dependent rescaling of the field

(Weyl transformation)[? ]. The vector field describes spatial diffeomorphism. From this, we see

that SL(L,R) includes spatial diffeomorphism for slowly varying fields in states that possesses

local structures. We call Ĝ and y the momentum constraint and the shift tensor, respectively.

A few remarks are in order. First, the diffeomorphism induced by SL(L,R) is an active trans-

formation. Eq. (26) shows how the field is actively ‘dragged’ under SL(L,R) in a fixed coordinate

system. Second, SL(L,R) includes smooth diffeomorphism of any dimension in the large L limit.

Once a D-dimensional coordinate system is chosen by the local structure of a state, there exists a

set of shift tensors that generate general diffeomorphism in D-dimensional. For example, the state

in Eq. (8) with Eq. (10) has the one-dimensional local structure. The shift tensor given by

yj
i
=

⇠i
2
(�j,i+1 � �j,i�1) (29)

gives rise to a vector field ⇠(ri) = ⇠i in the coordinate system given by Eq. (11). This generates

an one-dimensional diffeomorphism in the continuum limit. The state with Eq. (12) has a two-

dimensional local structure which is manifest in the coordinate system given by Eq. (13). The

shift tensor,

yj
i
=

⇠1
i

2

⇣
�r1j ,r1i+1 � �r1j ,r1i�1

⌘
�r2j ,r2i +

⇠2
i

2

⇣
�r2j ,r2i+1 � �r2j ,r2i�1

⌘
�r1j ,r1i (30)

gives rise to a two-dimensional diffeomorphism generated by the vector field ⇠µ(ri) = (⇠1
i
, ⇠2

i
)

on the two-dimensional manifold in the continuum limit. These examples show that SL(L,R)

include general diffeomorphism in arbitrary dimensions. Third, D-dimensional diffeomorphisms

act locally only in states with a D-dimensional local structure. In general, a SL(L,R) transforma-

tion that generates a D-dimensional diffeomorphism acts as a non-local transformation in states

with local structures with different dimensions. For example, the shift tensor in Eq. (30) generates

a non-local transformation in the one-dimensional manifold given by Eq. (11), while it generates

a local diffeomorphism in the two-dimensional manifold in Eq. (13). A transformation that maps

site 1 to site L is quasi-local in Fig. 4(b) but non-local in Fig. 4(a) in the continuum limit.
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where i, j = 1, 2, ..., L. The GL(L,R) generators can be decomposed into (L2� 1) generators for

SL(L,R) ,

Ĝi

j
= Ĝi

j
� 1

L
Ĝk

k
�i

j
, (21)

and one for the global dilatation,

Ĝ0 = 1
L
Ĝk

k
. (22)

Because the inner product is preserved under SL(L,R) as is shown in Eq. (7), we pick SL(L,R)

as the gauge group that generalizes the spatial diffeomorphism. SL(L,R) generators can be writ-

ten as

Ĝy = tr
n
Ĝy

o
, (23)

where y is a traceless L ⇥ L real matrix. The SL(L,R) transformations act on � (⇧) from the

right (left) as

e�iĜy �̂ eiĜy = �̂ gy,

e�iĜy ⇧̂ eiĜy = g�1
y

⇧̂, (24)

where gy = e�y 2 SL(L,R) . Under SL(L,R) , � (⇧) transforms covariantly (contravariantly).

Now we examine how SL(L,R) acts on the matrix in states which have local structures. In

the presence of a local structure, one can define a manifold into which sites are embedded. Let ri

represent the point in the spatial manifold associated with site i. The matrix �A

i
is then viewed as

a field �A(ri) defined at position ri. For an infinitesimal SL(L,R) transformation with gy = e�✏y

in Eq. (24), the field transforms as

�
0
A(ri) = �A(ri)� ✏

X

j

�A(rj)y
j

i
. (25)

Let us consider field configurations that change slowly on the manifold in the continuum limit with

L � 1. In this case, a gradient expansion can be used to write �A(rj) = �A(ri) + @µ�A(ri)(r
µ

j
�

rµ
i
) + .. [82], and Eq. (25) becomes

�
0
A(ri)� �A(ri) = �✏⇣y(ri)�

A(ri)� ✏⇠µ
y
(ri)@µ�

A(ri) + ... (26)

Here

⇣y(ri) =
X

j

yj
i
, (27)
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with

generates diffeomorphism with shift 
vector
in the continuum limit

⇠µ
y
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X

j
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i
(rµ
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� rµ

i
) (28)

represents a scalar and a vector fields, respectively, associated with y. In Eq. (26), ... represent

higher derivative terms. The scalar field determines the position dependent rescaling of the field

(Weyl transformation)[? ]. The vector field describes spatial diffeomorphism. From this, we see

that SL(L,R) includes spatial diffeomorphism for slowly varying fields in states that possesses

local structures. We call Ĝ and y the momentum constraint and the shift tensor, respectively.

A few remarks are in order. First, the diffeomorphism induced by SL(L,R) is an active trans-

formation. Eq. (26) shows how the field is actively ‘dragged’ under SL(L,R) in a fixed coordinate

system. Second, SL(L,R) includes smooth diffeomorphism of any dimension in the large L limit.

Once a D-dimensional coordinate system is chosen by the local structure of a state, there exists a

set of shift tensors that generate general diffeomorphism in D-dimensional. For example, the state

in Eq. (8) with Eq. (10) has the one-dimensional local structure. The shift tensor given by

yj
i
=

⇠i
2
(�j,i+1 � �j,i�1) (29)

gives rise to a vector field ⇠(ri) = ⇠i in the coordinate system given by Eq. (11). This generates

an one-dimensional diffeomorphism in the continuum limit. The state with Eq. (12) has a two-

dimensional local structure which is manifest in the coordinate system given by Eq. (13). The

shift tensor,

yj
i
=

⇠1
i

2

⇣
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gives rise to a two-dimensional diffeomorphism generated by the vector field ⇠µ(ri) = (⇠1
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)

on the two-dimensional manifold in the continuum limit. These examples show that SL(L,R)

include general diffeomorphism in arbitrary dimensions. Third, D-dimensional diffeomorphisms

act locally only in states with a D-dimensional local structure. In general, a SL(L,R) transforma-

tion that generates a D-dimensional diffeomorphism acts as a non-local transformation in states

with local structures with different dimensions. For example, the shift tensor in Eq. (30) generates

a non-local transformation in the one-dimensional manifold given by Eq. (11), while it generates

a local diffeomorphism in the two-dimensional manifold in Eq. (13). A transformation that maps

site 1 to site L is quasi-local in Fig. 4(b) but non-local in Fig. 4(a) in the continuum limit.
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Full Constraint Algebra

example will be discussed in Sec. IV B.

D. First-class constraint algebra

In order for the momentum and Hamiltonian constraints to generate consistent gauge transfor-

mations of quantum gravity, they should satisfy a first-class constraint algebra. In this section, we

check the algebra that momentum and Hamiltonian satisfy. The commutator between an operator

and SL(L,R) generators is fixed by the representation that the operator forms under SL(L,R) .

� and ⇧ form the covariant and contravariant vectorial representations respectively as is shown in

Eq. (24). Ĝ and Ĥ are rank 2 mixed tensor and contravariant tensors respectively. This fixes their

commutators with Ĝ to be

h
Ĝx, Ĝy

i
= iĜ(yx�xy), (37)

h
Ĝx, Ĥv

i
= iĤvx+xT v. (38)

The commutator between Hamiltonians is more complicated. But, the form of the Hamiltonian in

Eq. (33) suggests that the commutator is proportional to the generators of GL(L,R) because the

only non-trivial commutator arises from

h
(�̂T �̂)ij, (⇧̂⇧̂

T )lm
i
= 4iĜ[l

[i�
m]
j] , (39)

where Ĝ[l
[i�

m]
j] = 1

4

⇣
Ĝl

i
�m
j
+ Ĝl

j
�m
i
+ Ĝm

i
�l
j
+ Ĝm

j
�l
i

⌘
. An explicit calculation shows that the

commutator actually depends only on the SL(L,R) generator and the Hamiltonian itself (see

Appendix C),

h
Ĥu, Ĥv

i
= �i

4↵̃

M2
tr
nh
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example will be discussed in Sec. IV B.

D. First-class constraint algebra

In order for the momentum and Hamiltonian constraints to generate consistent gauge transfor-

mations of quantum gravity, they should satisfy a first-class constraint algebra. In this section, we

check the algebra that momentum and Hamiltonian satisfy. The commutator between an operator

and SL(L,R) generators is fixed by the representation that the operator forms under SL(L,R) .

� and ⇧ form the covariant and contravariant vectorial representations respectively as is shown in

Eq. (24). Ĝ and Ĥ are rank 2 mixed tensor and contravariant tensors respectively. This fixes their

commutators with Ĝ to be

h
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i
= iĜ(yx�xy), (37)

h
Ĝx, Ĥv

i
= iĤvx+xT v. (38)

The commutator between Hamiltonians is more complicated. But, the form of the Hamiltonian in

Eq. (33) suggests that the commutator is proportional to the generators of GL(L,R) because the
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commutator actually depends only on the SL(L,R) generator and the Hamiltonian itself (see

Appendix C),
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where Ĝ[l
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⌘
. It is noted that (⇧̂⇧̂T ), (�̂T �̂), Ĝ, Ĥ ⇠

O(M) in the large M limit. The first two terms in Eq. (40) are O(M). The last term that depends

on Ĥ is O(1), and is sub-leading in the large M limit[86]. The last term is generated as operators

are ordered such that Ĝ appears at the far right in the first two terms. This ordering makes it

manifest that states annihilated by Ĝ and Ĥ are automatically annihilated by their commutators.

Therefore, no additional constraints are needed to define the space of gauge invariant states. In

short, the momentum and Hamiltonian constraints form a first class algebra[43].

IV. PATH INTEGRAL REPRESENTATION OF STATE PROJECTION

A. Projection

The momentum and Hamiltonian are generators of gauge transformations. The physical Hilbert

space is given by the set of gauge invariant states. Let
��0
↵

be a gauge invariant state which satisfies

Ĝy

��0
↵
= Ĥv

��0
↵
= 0 (41)

for any choice of y, v. An example of gauge invariant states is
R
D�

���
↵
. However, this state has

infinite norm with respect to the inner product defined in Eq. (1). This is a property that all gauge

invariant states share. Gauge invariant states are non-normalizable because the Hilbert space and

the gauge group are both non-compact. Wavefunctions of gauge invariant states are necessarily

extended over unbounded regions in the phase space as is proven in Appendix B.

On the other hand, quantum states to which probabilities can be assigned should be normal-

izable. Wavefunctions of normalizable states are localized within compact regions in the gauge

orbit, breaking gauge symmetry[25]. The incompatibility between gauge invariance and normal-

izability gives rise to a non-trivial evolution as normalizable states are projected toward a gauge

invariant state[44, 45]. Let us denote a normalizable state as
���
↵
. The projection of

���
↵

to a gauge

invariant state,
��0
↵

is given by

⌦
0
���
↵
. (42)
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Algebra of GR

example will be discussed in Sec. IV B.
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+ Ĝm

i
�l
j
+ Ĝm
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where ⇣y and ⇠µ

y
represent the scalar and vector fields defined in Eqs. (27)-(28) associated with

shift tensor y. In the continuum limit, Eq. (65) is written as
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Vi is the coordinate volume assigned to site i in the manifold (see Fig. 4). V �1
i

in Eq. (67) and Eq.

(68) densitizes the objects defined at sites. D(ri) is the local dilatation density which generates

the Weyl transformation. ⇣y corresponds to the temporal component of the non-compact Weyl

U(1) gauge field in the Hamiltonian formalism. Pµ(ri) is identified as the momentum density,

and ⇠y becomes the shift. Now let us check that Eq. (68) satisfies the constraint algebra of the

general relativity given in Eq. (16). The Poisson brackets of D(ri) and Pµ(ri) are fixed by those

of SL(L,R) generators. Eq. (57) implies {Gx,Gy}PB = Gyx�xy, which can be written as
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where ⇣yx�xy(r) and ⇠µyx�xy(r) are the scalar and vector fields associated with the shift tensor,

yx� xy. They are given by (see Appendices E 1 and E 2 for derivation)

⇣yx�xy(r) = L⇠x⇣y(r) +O(@2), (70)

⇠µyx�xy(r) = (L⇠x⇠y(r))
µ +O(@2). (71)

O(@2) denotes terms that involve two or more derivatives. Eqs. (70) and (71) imply that Pµ

defined in Eq. (68) generates spatial diffeomorphism under which D and Pµ transform as a scalar

density and a vector density, respectively. Eq. (16) is indeed reproduced to the leading order in the

derivative expansion.

B. Hamiltonian density

Now we write the Hamiltonian in the continuum limit. In a frame chosen by the local structure

of a state, we divide the lapse tensor into the diagonal components and the off-diagonal compo-
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V. SPACETIME DIFFEOMORPHISM AND EMERGENT GEOMETRY

The path integral in Eq. (54) consists of two parts. The first is the integration over v(⌧) and

y(⌧). Each path of the lapse and shift tensors selects one of the multi-fingered time evolutions.

Because of the gauge invariance in Eq. (62), the shift and lapse tensors need to be fixed through

a gauge fixing condition. This will be discussed in the next section. The remaining path integra-

tion is over the collective variables. Each path describes a history of the collective variables that

represents a spacetime which emerges dynamically. In the large N limit, the fluctuations of the

collective variables become small, and the saddle-point approximation can be made. If the ini-
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has a local structure in a frame, a spacetime manifold with well-defined dimension,

topology and geometry emerges at the saddle point. In this section, we discuss how the geometry

of the emergent manifold is determined from the collective variables. For this, we first extract the

constraint algebra of the general relativity in Eqs. (16)-(17) from Eqs. (57)-(59).

A. Momentum density

We first identify the generators of smooth spacetime diffeomorphism for states that have local
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U(1) gauge field in the Hamiltonian formalism. Pµ(ri) is identified as the momentum density,
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O(@2) denotes terms that involve two or more derivatives. Eqs. (70) and (71) imply that Pµ

defined in Eq. (68) generates spatial diffeomorphism under which D and Pµ transform as a scalar

density and a vector density, respectively. Eq. (16) is indeed reproduced to the leading order in the

derivative expansion.

B. Hamiltonian density

Now we write the Hamiltonian in the continuum limit. In a frame chosen by the local structure

of a state, we divide the lapse tensor into the diagonal components and the off-diagonal compo-

nents as

Hv =
X

i

H
iivii +

X

i 6=j

H
ijvij. (72)

In the continuum limit, Eq. (72) can be written as

Hv =
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dr ✓v(r)H(r) +

Z

r0 6=r

drdr0 �v(r, r
0)H(2)(r, r0). (73)
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In the continuum limit, Eq. (72) can be written as

Hv =
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0)H(2)(r, r0). (73)

Here,

H(ri) = V �1
i

H
ii, (74)

✓v(ri) = vii (75)

are identified as the Hamiltonian density and the lapse function of the general relativity. The

off-diagonal Hamiltonian and the off-diagonal lapse function are given by

H
(2)(ri, rj) = V �1

i
V �1
j

H ij,

�v(ri, rj) = vij. (76)

In the second term of Eq. (73), the integration over r0 excludes the region near r0 = r with

coordinate volume Vr. If one chooses the lapse that is diagonal in the frame, �v(ri, rj) = 0. The

off-diagonal contribution encodes the information about the mismatch between the frame chosen

by the local structure and the frame in which the lapse tensor is diagonal.

While ✓v and �v mix with each other under general SL(L,R) transformations, they don’t mix

to the leading order in the derivative expansion under smooth spatial diffeomorphism. Eq. (58)

implies {Gx,Hv}PB = Hvx+xT v. This determines how the lapse function transforms under the

spatial diffeomorphism in the continuum,
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where the lapse function and the off-diagonal lapse function associated with vx + xTv are given
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off-diagonal Hamiltonian and the off-diagonal lapse function are given by

H
(2)(ri, rj) = V �1

i
V �1
j

H ij,

�v(ri, rj) = vij. (76)

In the second term of Eq. (73), the integration over r0 excludes the region near r0 = r with

coordinate volume Vr. If one chooses the lapse that is diagonal in the frame, �v(ri, rj) = 0. The

off-diagonal contribution encodes the information about the mismatch between the frame chosen

by the local structure and the frame in which the lapse tensor is diagonal.

While ✓v and �v mix with each other under general SL(L,R) transformations, they don’t mix

to the leading order in the derivative expansion under smooth spatial diffeomorphism. Eq. (58)

implies {Gx,Hv}PB = Hvx+xT v. This determines how the lapse function transforms under the

spatial diffeomorphism in the continuum,
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dr00
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D(r00)⇣x(r

00) +Pµ(r
00)⇠µ

x
(r00) + ..

⌘
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Z
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drdr0 H(2)(r, r0)�v(r, r
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where the lapse function and the off-diagonal lapse function associated with vx + xTv are given
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�vx+xT v(r, r
0) = [⇣x(r) + ⇣x(r
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0) +L⇠x�v(r, r

0) +L
0

⇠x
�v(r, r

0) +O(@2), (78)
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Constraint algebra in the continuum III

�vx+xT v(r, r
0) = [⇣x(r) + ⇣x(r

0)]�v(r, r
0) +L⇠x�v(r, r

0) +L
0

⇠x
�v(r, r

0) +O(@2), (78)

where L⇠x and L
0
⇠x

represent the Lie derivative acting on r and r0, respectively. This is shown in

Appendix E 3. The Hamiltonian density carries weight 2 under the Weyl transformation generated

by D, and transforms as a scalar density under spatial diffeomorphism as expected. Similarly, the

off-diagonal Hamiltonian density carries weight 2, and transforms as a bi-local scalar density. Be-

cause ✓v and �v do not mix under the spatial diffeomorphism to the leading order in the derivative

expansion, one can consistently turn off �v in the continuum. If �v and ⇣x are turned off, Eq. (17)

is reproduced from Eq. (78).

C. Emergent metric

From Eq. (59), it is expected that the Poisson bracket between the Hamiltonian densities is

proportional to D and Pµ to the leading order in the derivative expansion. Combining Eqs. (59),

(73) and (66), we obtain
⇢Z

dr
⇣
✓u(r)H(r) + ..

⌘
,

Z
dr0

⇣
✓v(r

0)H(r0) + ..
⌘�

PB

=

Z
dr
⇣
F ⌫(r)D(r) +Gµ⌫(r)Pµ(r) + ..

⌘⇣
✓u(r)r⌫✓v(r)� ✓v(r)r⌫✓u(r)

⌘
+O(@2), (79)

where

F ⌫(rm) =
1

2

X

i,k,n

C iikkn

m
(r⌫

k
� r⌫

i
) , (80)

Gµ⌫(rm) =
1

2

X

i,k,n

C iikkn

m
(rµ

n
� rµ

m
) (r⌫

k
� r⌫

i
) . (81)

The derivation can be found in Appendix E 4. The difference between two evolutions generated

by Hamiltonians with different lapse tensors is given by an Weyl transformation and a spatial

diffeomorphism. In order to identify the metric tensor, we decompose Gµ⌫ into the symmetric and

anti-symmetric parts as

�Sgµ⌫ =
Gµ⌫ +G⌫µ

2
, (82)

bµ⌫ =
Gµ⌫ �G⌫µ

2
. (83)

The symmetric tensor is identified as �Sgµ⌫ in Eq. (19). Here gµ⌫ is the spatial metric whose

overall sign is chosen such that the signature of the first spatial component is positive. S is the
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• Signature and metric are determined from 
the collective variables

• There exists additional fields such as anti-
symmetric rank 2 tensor and higher spin 
fields



Sub-Hilbert space (V)

• We consider a sub-Hilbert space with unbroken flavor 
symmetry :  

Fundamental A real rectangular matrix : {�A

i
| 1  A  M, 1  i  L}

degree of freedom (d.o.f.) A : flavour index, i : site index (M � L � 1)

Frame A decomposition of the full Hilbert space

into local Hilbert spaces

Frame rotation SL(L,R) [right multiplication on �]

Local structure A pattern of entanglement that exhibits locality

across local Hilbert spaces [Sec. II C]

Flavour symmetry O(M) [left multiplication on �]

Kinematic Hilbert space ( V ) Space of states with unbroken SL ⇥O
�
M�L

2

�
⇥O

�
M�L

2

�
⇢ O(M)

Basis states of V
��s, t1, t2

↵
[ Eqs. (43), (45), (44) ]

s, t1, t2 : collective variables (L⇥ L matrices)

Generators of spacetime Generalized momentum : SL(L,R) transformation [ Eqs. (21), (23) ]

gauge symmetry Generalized Hamiltonian : frame dependent local time translation [ Eq. (33) ]

Constraint algebra (C.A.) First-class operator algebra [ Eqs. (37), (38), (40) ]

C. A. in the classical limit First-class Poisson algebra [ Eqs. (57), (58), (59) ]

Constraints Momentum constraint [ Eq. (66) ] with shift [ Eq. (28) ]

in the continuum limit Hamiltonian constraint [ Eq. (73) ] with lapse [ Eq. (75) ]

Constraint algebra Generalized hypersurface deformation algebra

in the continuum limit [ Eqs. (69), (77), (79) ]

Projection of a state in V Path integration of the collective variables [ Eq. (54) ]

to a gauge invariant state that represents fluctuating spacetime

Emergent metric A composite of the collective variables [ Eqs. (81), (82) ]

Saddle-point equation Eq. (89)

A semi-classical solution A series of de Sitter-like spacetimes

bridged by Euclidean spaces [ Fig. 11 ]

Effective theory Bi-local field theory [ Eq. (147) ]

TABLE I: A roadmap of the paper.
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Basis states of the V

consider states in which Sf

L
symmetry is unbroken, where Sf

L
is the permutation that acts on the

first L flavours. We refer to Sf

L
as the flavour permutation group. We denote the sub-Hilbert space

with unbroken Sf

L
⇥O(N/2)⇥O(N/2) as V.

General states in V can be parameterized in terms of collective variables. In order to construct

basis states for V, it is convenient to introduce
��q,�,'

↵0
=

X

P f2Sf
L

��P fq,�,'
↵

(44)

that are symmetric under permutations of the first L flavours. While the expectation value of �a

i

and 'a

i
is zero, O(N/2)⇥O(N/2) invariant operators can still have non-zero expectation values.

Any wavefunction in V written in the basis of Eq. (44) can be expressed as a function of q↵
i
,

(�a

i
�a

j
) and ('a

i
'a

j
), where the flavour a is summed from 1 to N/2 in the last two operators.

Therefore, states in V can be spanned by the following basis states labeled by three collective

variables,
��s, t1, t2

↵
=

Z
DqD�D' ei tr{Nsq+t1(�T

�)+t2('T
')}��q,�,'

↵0
, (45)

where tr {sq} = si
↵
q↵

i
, tr

�
t1(�T�)

 
= tij1 �

a

j
�a

i
, tr

�
t2('T')

 
= tij2 '

a

j
'a

i
. si

↵
is the conjugate

variable of q↵
i
. tij

c
with c = 1, 2 are bi-local variables that are conjugate to �a

i
�a

j
and 'a

i
'a

j
,

respectively. Both tc and s are invariant under O(N/2)⇥ O(N/2). Because
��q,�,'

↵0
in Eq. (44)

is invariant under flavour permutations, so is
��s, t1, t2

↵
,

��s, t1, t2
↵
=
��sP f , t1, t2

↵
(46)

for any Pf 2 Sf

L
. For a later use, we also introduce permutations of sites which act on the site

index of the collective variables as

s ! Pgs, tc ! PgtcP
T

g
. (47)

The site permutation group with the even parity, denoted as Sg

L
, is a subgroup of the generalized

spatial diffeomorphism group, SL(L,R) .

General states in V can be written as
���
↵
=

Z
DsDt

��s, t1, t2
↵
�(s, t1, t2). (48)

Here Ds ⌘
Q

i,↵
dsi

↵
, Dt ⌘

Q
i�j

⇥
dtij1 dt

ij

2

⇤
, and the integrations of dsi

↵
and dtij

c
are defined

along the real axis. �(s, t1, t2) is a wavefunction of the collective variables. The states in Eq.

(48) form a complete basis of V. This sub-Hilbert space forms the kinematic Hilbert space of the

present theory.
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respectively. Both tc and s are invariant under O(N/2)⇥ O(N/2). Because
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in Eq. (44)

is invariant under flavour permutations, so is
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for any Pf 2 Sf

L
. For a later use, we also introduce permutations of sites which act on the site

index of the collective variables as

s ! Pgs, tc ! PgtcP
T

g
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The site permutation group with the even parity, denoted as Sg

L
, is a subgroup of the generalized

spatial diffeomorphism group, SL(L,R) .

General states in V can be written as
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c
are defined

along the real axis. �(s, t1, t2) is a wavefunction of the collective variables. The states in Eq.

(48) form a complete basis of V. This sub-Hilbert space forms the kinematic Hilbert space of the

present theory.
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• Basis states of the sub-Hilbert space are labeled by 
collective variables : s, t1, t2

s : conjugate to q

t1 : conjugate to �T�

t2 : conjugate to 'T'
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States in V
• General states in the sub-Hilbert space can be written 
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are defined
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present theory.
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Wavefunction defined in the space of collective variables



Constraints for the collective variables

C. Path integration of collective variables

Now we consider the projection of a normalizable state in V to a gauge invariant state in Eq.

(42) in the limit that N � L � 1. Thanks to the gauge invariance of
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is invariant under gauge rotation[38],

⌦
0
���
↵
=
⌦
0
��e�i✏

⇣
Ĥ
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where v(1) is a lapse tensor and y(1) is a shift tensor. If Ĝ and Ĥ are applied to the right in Eq.

(49), they generate a non-trivial evolution of
���
↵
,

e
�i✏

⇣
Ĥ
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and s and tc in Eq. (48) are relabeled as s(0) and t(0)c in Eq. (50). The evolution generated

by the constraints is a manifestation of the fact that
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is not gauge invariant. The resulting

state in Eq. (50) is also in V, and can be written as a linear superposition of Eq. (45). This is
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It is straightforward to check that Eq. (53) is reduced to Eq. (50) upon integrating out the col-

lective variables. Upon integrating over s(1) and t(1)c , which play the role of dynamical sources,
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C. Path integration of collective variables

Now we consider the projection of a normalizable state in V to a gauge invariant state in Eq.
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Ĥ

v(1)
+Ĝ
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and s and tc in Eq. (48) are relabeled as s(0) and t(0)c in Eq. (50). The evolution generated

by the constraints is a manifestation of the fact that
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is not gauge invariant. The resulting

state in Eq. (50) is also in V, and can be written as a linear superposition of Eq. (45). This is

expressed as an integration over another set of collective variables and their conjugate variables⇣
q(1), s(1), p(1)c , t(1)c
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It is straightforward to check that Eq. (53) is reduced to Eq. (50) upon integrating out the col-

lective variables. Upon integrating over s(1) and t(1)c , which play the role of dynamical sources,
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• Gauge constraints, being O(M) invariant, maps V into V
• Constraints can be written in terms of the collective 

variables (s,t1,t2) and their conjugate variables (q,p1,p2) 

# of physical phase space variables :



Path integral representation of state 
projection
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It is straightforward to check that Eq. (53) is reduced to Eq. (50) upon integrating out the col-

lective variables. Upon integrating over s(1) and t(1)c , which play the role of dynamical sources,

one obtains the delta functions that enforce the constraints for the conjugate variables, q(1) = q,

p(1)1 = �
T
�

N
, p(1)2 = '

T
'

N
. The following integration over q(1) and p(1)c , which represent dynamical

operators, reproduces Eq. (50). The new set of dynamical collective variables in Eq. (53) removes

terms that are non-linear in q↵
i
, �a

i
�a

j
and 'a

i
'a

j
in Eq. (50). Eq. (51) and Eq. (52) represent

the Hamiltonian and momentum constraints induced for the collective variables. Since Eq. (50) is

independent of the lapse and shift tensors, v(1) and y(1) can be integrated over in Eq. (53). They

can be viewed as Lagrangian multipliers that enforce the constraints.

FIG. 7: A state can be evolved by the constraints with different choices of lapse and shift tensors.

A specific choice represents one of multi-fingered time evolutions.

We repeat the procedure by inserting e
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+Ĝ
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between
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0
�� and

��s(1), t(1)1 , t(1)2

↵
in Eq.

(53). This gives rise to an evolution of
��s(1), t(1)1 , t(1)2

↵
. The resulting state can be again expressed

as a linear superposition of
��s, t1, t2

↵
, which is expressed as an integration over a yet another set of

dynamical collective variables. Repeated insertions of the Hamiltonian and momentum give rise

to a path integration of the collective variables[? ],
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Different choices of lapse and shift tensors give rise to multi-fingered time

The projection can be written as a path integration of the collective variables

where
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)
. (55)

Here Ds ⌘
Q1

l=1 ds
(l) and s(⌧) = s(l) with ⌧ = l✏. Dq, Dt, Dp, Dv, Dy, and q(⌧), tc(⌧),

pc(⌧), v(⌧), y(⌧) are similarly defined. Here ⌧ is a parameter time that labels different stages of

evolution generated by the momentum and Hamiltonian constraints. Here q and pc play the role of

generalized coordinates and s and tc are their conjugate momenta[8]. The sum over the shift and

lapse tensors in Eq. (54) represents different paths in which the state in the kinematic Hilbert space

is projected to the gauge invariant state. A particular path of the shift and lapse tensor represents

one of the multi-fingered time evolutions. This is illustrated in Fig. 7 The collective variables

tc(⌧), pc(⌧), s(⌧), q(⌧) are generalized gravitational degrees of freedom that describe fluctuations

of dimension, topology and geometry of spacetime. In the following section, we derive the precise

relation between the collective variables and the metric of the emergent geometry.

D. Gauge invariance of the action

Because Ĥ and Ĝ obey the first-class constraint algebra, the action in Eq. (55) is invariant under

gauge trasformations generated by the constraints. To see this, we first note that the symplectic

form in Eq. (55) defines the Poisson bracket,
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. To the leading order in 1/N , the Poisson brackets of Eq. (51) and

Eq. (52) are given by (see Appendix D)
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Path integral representation of state 
projection
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It is straightforward to check that Eq. (53) is reduced to Eq. (50) upon integrating out the col-

lective variables. Upon integrating over s(1) and t(1)c , which play the role of dynamical sources,

one obtains the delta functions that enforce the constraints for the conjugate variables, q(1) = q,
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. The following integration over q(1) and p(1)c , which represent dynamical

operators, reproduces Eq. (50). The new set of dynamical collective variables in Eq. (53) removes

terms that are non-linear in q↵
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in Eq. (50). Eq. (51) and Eq. (52) represent

the Hamiltonian and momentum constraints induced for the collective variables. Since Eq. (50) is

independent of the lapse and shift tensors, v(1) and y(1) can be integrated over in Eq. (53). They

can be viewed as Lagrangian multipliers that enforce the constraints.
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A specific choice represents one of multi-fingered time evolutions.
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Different choices of lapse and 
shift tensors give rise to multi-
fingered time

The projection can be written as a path integration of the collective variables
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one of the multi-fingered time evolutions. This is illustrated in Fig. 7 The collective variables

tc(⌧), pc(⌧), s(⌧), q(⌧) are generalized gravitational degrees of freedom that describe fluctuations

of dimension, topology and geometry of spacetime. In the following section, we derive the precise

relation between the collective variables and the metric of the emergent geometry.
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Constraint Algebra in the classical limit
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is projected to the gauge invariant state. A particular path of the shift and lapse tensor represents
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of dimension, topology and geometry of spacetime. In the following section, we derive the precise

relation between the collective variables and the metric of the emergent geometry.
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of dimension, topology and geometry of spacetime. In the following section, we derive the precise

relation between the collective variables and the metric of the emergent geometry.
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Poisson bracket :

Constraint algebra :

The constraint algebra is reduced to the algebra of an extended general 
relativity in the continuum limit 



Constraint Algebra in the classical limit
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of dimension, topology and geometry of spacetime. In the following section, we derive the precise

relation between the collective variables and the metric of the emergent geometry.
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of dimension, topology and geometry of spacetime. In the following section, we derive the precise

relation between the collective variables and the metric of the emergent geometry.
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Because Ĥ and Ĝ obey the first-class constraint algebra, the action in Eq. (55) is invariant under

gauge trasformations generated by the constraints. To see this, we first note that the symplectic

form in Eq. (55) defines the Poisson bracket,

{A,B}PB =

✓
@A

@q↵
i

@B

@si
↵

� @A

@si
↵

@B

@q↵
i

◆
+ �kl

ij

✓
@A

@pc,ij

@B

@tkl
c

� @A

@tkl
c

@B

@pc,ij

◆
, (56)

where �kl
ij

= 1
2

�
�k
i
�l
j
+ �l

i
�k
j

�
. To the leading order in 1/N , the Poisson brackets of Eq. (51) and

Eq. (52) are given by (see Appendix D)

{Gi

j
,Gk

l
}PB = A

ikn

jlm
G

m

n
, (57)

{Gi

j
,Hkl}PB = B

ikl

jmn
H

mn, (58)

{Hij,Hkl}PB = C
ijkln

m
G

m

n
, (59)

where

A
ikn

jlm
= �k

j
�i
m
�n
l
� �i

l
�k
m
�n
j
,

33
B

ikl

jmn
= �k

j
�il
mn

+ �l
j
�ki
mn

,

C
ijkln

m
= �4↵̃

h
Un[jU i][l�k]

m
� Un[lUk][j�i]

m

i

+4↵̃2
h
Un[jU i]m0

Qm0n0Un
0[l�k]

m
+ Un[jU i][lUk]m0

Qm0n0�n
0

m

�Un[lUk]m0
Qm0n0Un

0[j�i]
m
� Un[lUk][jU i]m0

Qm0n0�n
0

m

i
(60)
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In the last equation of Eq. (60), the indices within brackets are symmetrized, e.g., Un[jU i][l�k]m =

1
4
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�
. Eqs. (57)-(59) have the same structure as

Eqs. (37), (38) and Eq. (40) to the leading order in 1/N . The Hamiltonian that appears on the

right hand side of Eq. (40) is sub-leading.

The action in Eq. (55) is invariant under the time-dependent gauge transformations,

�F = ⌘j
i
{F,Gi

j
}PB + ⇢ji{F,Hij}PB,

�vmn = @⌧⇢mn + ⌘j
i
vlkB

ikl

jmn
� ⇢kly

j

i
B

ikl

jmn
,

�yn
m

= @⌧⌘
n

m
+ ⌘j

i
yl

k
A

ikn

jlm
+ ⇢jivlkC

ijkln

m
, (62)

where F = {s, q, t, p} denote the collective variables, and ⌘j
i
(⌧) and ⇢ij(⌧) are infinitesimal

gauge parameters. The action is invariant off-shell as the equation of motion is not needed for the

invariance of the action. Besides the spacetime diffeomorphism, the theory is also invariant under

the reversal of the parameter time,
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Let us count the number of physical degrees of freedom. q and s are L ⇥ L matrices, and

t1, t2, p1, p2 are L⇥L symmetric matrices. This give Dk = 2L2+2L(L+1) phase space kinematic

variables. On the other hand, G is traceless L ⇥ L matrix and H is L ⇥ L symmetric matrix.

The total number of constraints is Dc = (L2 � 1) + L(L+1)
2 , and the dimension of the constraint
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with
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In the last equation of Eq. (60), the indices within brackets are symmetrized, e.g., Un[jU i][l�k]m =

1
4
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m
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m
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m
+ UniU jk�l
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�
. Eqs. (57)-(59) have the same structure as

Eqs. (37), (38) and Eq. (40) to the leading order in 1/N . The Hamiltonian that appears on the

right hand side of Eq. (40) is sub-leading.

The action in Eq. (55) is invariant under the time-dependent gauge transformations,
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where F = {s, q, t, p} denote the collective variables, and ⌘j
i
(⌧) and ⇢ij(⌧) are infinitesimal

gauge parameters. The action is invariant off-shell as the equation of motion is not needed for the

invariance of the action. Besides the spacetime diffeomorphism, the theory is also invariant under

the reversal of the parameter time,

i ! �i,
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Let us count the number of physical degrees of freedom. q and s are L ⇥ L matrices, and

t1, t2, p1, p2 are L⇥L symmetric matrices. This give Dk = 2L2+2L(L+1) phase space kinematic

variables. On the other hand, G is traceless L ⇥ L matrix and H is L ⇥ L symmetric matrix.

The total number of constraints is Dc = (L2 � 1) + L(L+1)
2 , and the dimension of the constraint
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Poisson bracket :

Constraint algebra :



Semi-classical state (wavepacket)

signature of time relative that of the first spatial component. bµ⌫ is the anti-symmetric component

of Gµ⌫ .

In the generalized constraint algebra summarized in Eqs. (69), (77) and (79), ⇣x, F ⌫ , bµ⌫

appear as extra dynamical fields besides the metric. The presence of such extra modes is expected

because the bi-local collective variables can be viewed as an infinite tower of local fields with

arbitrarily large spins once expanded on a manifold. The full theory in Eq. (54) also includes non-

perturbative modes associated with fluctuations of topology and dimension. In states in which the

extra fields are turned off, the generalized constraint algebra in Eqs. (69), (77) and (79) reduces to

the hypersurface deformation algebra of the general relativity in Eqs. (16), (17) and (18) up to the

two derivative order in the gradient expansion.

VI. CLASSICAL EQUATION OF MOTION

A. Symmetry of semi-classical states

We view the path integration in Eq. (54) as the evolution of the initial state
���
↵

in Eq. (48)

under the change of parameter time ⌧ . As an initial state, we consider

�q,s,pc,tc(s, t1, t2) =

exp

0
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c
]
2
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(84)

In the 1
N

⌧ � ⌧ 1 limit, Eq. (84) represents a semi-classical wavefunction in V. The wave

packet has well-defined collective variables and conjugate momenta peaked at s = s, tc = tc,

q = q, pc = pc. Because of Eq. (46), wavefunctions obtained by applying flavour permutations

to q, s represent the same physical state,

�Pfq,sP
T
f ,pc,tc

(s, t1, t2) ⇠ �q,s,pc,tc(s, t1, t2), (85)

where P T

f
is the transpose of Pf .

If q contains L linearly independent row vectors, the state can not be invariant under any

infinitesimal SL(L,R) transformations. However, a discrete subgroup of SL(L,R) can be still
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In order for to be non-zero, the classical variables 
should satisfy the classical constraints 
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where Ĝ[l
[i�

m]
j] = 1

4

⇣
Ĝl
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j
+ Ĝl

j
�m
i
+ Ĝm

i
�l
j
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⌘
. It is noted that (⇧̂⇧̂T ), (�̂T �̂), Ĝ, Ĥ ⇠

O(M) in the large M limit. The first two terms in Eq. (40) are O(M). The last term that depends

on Ĥ is O(1), and is sub-leading in the large M limit[86]. The last term is generated as operators

are ordered such that Ĝ appears at the far right in the first two terms. This ordering makes it

manifest that states annihilated by Ĝ and Ĥ are automatically annihilated by their commutators.

Therefore, no additional constraints are needed to define the space of gauge invariant states. In

short, the momentum and Hamiltonian constraints form a first class algebra[43].

IV. PATH INTEGRAL REPRESENTATION OF STATE PROJECTION

A. Projection

The momentum and Hamiltonian are generators of gauge transformations. The physical Hilbert

space is given by the set of gauge invariant states. Let
��0
↵

be a gauge invariant state which satisfies

Ĝy

��0
↵
= Ĥv

��0
↵
= 0 (41)

for any choice of y, v. An example of gauge invariant states is
R
D�

���
↵
. However, this state has

infinite norm with respect to the inner product defined in Eq. (1). This is a property that all gauge

invariant states share. Gauge invariant states are non-normalizable because the Hilbert space and

the gauge group are both non-compact. Wavefunctions of gauge invariant states are necessarily

extended over unbounded regions in the phase space as is proven in Appendix B.

On the other hand, quantum states to which probabilities can be assigned should be normal-

izable. Wavefunctions of normalizable states are localized within compact regions in the gauge

orbit, breaking gauge symmetry[25]. The incompatibility between gauge invariance and normal-

izability gives rise to a non-trivial evolution as normalizable states are projected toward a gauge

invariant state[44, 45]. Let us denote a normalizable state as
���
↵
. The projection of

���
↵

to a gauge

invariant state,
��0
↵

is given by

⌦
0
���
↵
. (42)
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FIG. 8: A wave packet that has a well-defined collective variables and the conjugate momenta.

Under the time evolution, the classical variables evolve obeying the saddle-point equation.

generalized spatial diffeomorphism within the constant time slice at ⌧ . The lapse tensor at each ⌧

determines the rate of time evolution and the frame in which time evolution is generated.

In the large N limit, Eq. (84) can have a non-zero overlap with a gauge invariant state in Eq.

(42) only if the collective variables satisfy the constraints classically. This implies that one can

not choose the classical values of the collective variables and their conjugate momenta arbitrarily.

The classical collective variables should satisfy
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(96)

for any traceless tensor y and symmetric tensor v at all ⌧ . In the phase space of the collective

variables, the classical constraint hypersurface is defined by

s̄q̄ + 2
X

c

t̄cp̄c �
i

2
I = �I, (97)
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FIG. 8: A wave packet that has a well-defined collective variables and the conjugate momenta.

Under the time evolution, the classical variables evolve obeying the saddle-point equation.

B. Saddle-point equation of motion

In the large N limit, the path integration is dominated by the semi-classical path that satisfies

the saddle-point equation of motion,
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with the initial condition, t̄c(0) = tc, p̄c(0) = pc, s̄(0) = s and q̄(0) = q. y(⌧) and v(⌧) are

the time dependent shift and lapse tensors, respectively. They are free parameters. y(⌧) sets the

generalized spatial diffeomorphism within the constant time slice at ⌧ . The lapse tensor at each ⌧

determines the rate of time evolution and the frame in which time evolution is generated.

In the large N limit, Eq. (84) can have a non-zero overlap with a gauge invariant state in Eq.

(42) only if the collective variables satisfy the constraints classically. This implies that one can

not choose the classical values of the collective variables and their conjugate momenta arbitrarily.

The classical collective variables should satisfy

tr
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= 0, (90)
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FIG. 8: A wave packet that has a well-defined collective variables and the conjugate momenta.

Under the time evolution, the classical variables evolve obeying the saddle-point equation.

B. Saddle-point equation of motion

In the large N limit, the path integration is dominated by the semi-classical path that satisfies

the saddle-point equation of motion,
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with the initial condition, t̄c(0) = tc, p̄c(0) = pc, s̄(0) = s and q̄(0) = q. y(⌧) and v(⌧) are

the time dependent shift and lapse tensors, respectively. They are free parameters. y(⌧) sets the

generalized spatial diffeomorphism within the constant time slice at ⌧ . The lapse tensor at each ⌧

determines the rate of time evolution and the frame in which time evolution is generated.

In the large N limit, Eq. (84) can have a non-zero overlap with a gauge invariant state in Eq.

(42) only if the collective variables satisfy the constraints classically. This implies that one can

not choose the classical values of the collective variables and their conjugate momenta arbitrarily.

The classical collective variables should satisfy
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Time evolution of wavepacket
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Low-energy effective theory

• Bi-local fields propagate 
(obeying local dynamics) in 
the background spacetime 
formed by the saddle-point 
configuration

• The end points of the bi-
local fields freely propagate 
to the leading order in 1/M

• Only 1/M corrections can 
create `bound states’


