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Motivation
Strongly interacting materials

Introduction (I)

Strongly coupled electron systems show many interesting phases

Non-Fermi liquid(or Strange metal)

High Tc superconuctivity

Pseudo-gap phases · · ·

One of the key observable to detect these phases is transport coe�cient
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with no discernible feature at Hc. As we lower T, the peak field
shifts towards Hc¼ 5.24 T, tracking Tc(H) in the phase diagram in
Fig. 2a. Below 1.5 K, the constant-T contours converge towards
the prominent profile measured at 0.45K, which is our closest
approximation to the critical peak profile (C/T)0 at T¼ 0. The
contours under this profile reveal a remarkable structure. On the
low-field side of the peak (4.2 ToHoHc), shaded blue in
Fig. 2a,b, the contours lock to the critical peak profile as T
decreases. This implies that, if H is fixed inside this interval, C/T
assumes the T-independent value (C/T)0 at low T. Hence the
T-independent plateau seen in the curve at 5 T in Fig. 1a is now
seen to extend over the entire blue region. When H exceeds Hc,
however, the locking pattern vanishes. The different T

dependencies reflect the distinct nature of the excitations on
either side of Hc. (Slightly above Hc, the derivative d(C/T)/dT
changes from negative to positive at a crossover field HaB5.6 T.)

Spectrum of Ceff and glassy response. In a.c. calorimetry, the
spectrum of the effective (observed) heat capacity Ceff(o) varies
in a characteristic way with the measurement frequency o. For
each representative local region of the T–H phase diagram
investigated, we measured Ceff ðoÞ $ P0= 2o T̂a:c:ðoÞ

!! !!" #
over the

frequency range 0.02–100Hz, where P0 is the applied power and
T̂a:c: is the complex temperature (see Methods). The spectrum of
Ceff(o) has a hull-shaped profile characterized by the two char-
acteristic times t1 (set by the sample’s parameters) and text set by
coupling with the bath (defined in Methods). In both the low-o
and high-o regions (ooo1/text and o441/t1, respectively)
Ceff(o) rises steeply above the true (equilibrium) heat capacity C.
However, there exists a broad frequency range in between where
Ceff(o) is nearly o-independent and equal to the intrinsic
equilibrium heat capacity C of the sample. All results reported
here are taken with o within this sweet spot. Within the regions
denoted as glassy in Fig. 2, the spectrum is anomalous (Methods).
Instead of the hull-shaped spectrum, the measured Ceff decreases
monotonically over the accessible frequency range. We define
these regions of the phase diagram as glassy. We note that the
QCP region lies well away from the glassy regions.

Temperature-linear heat capacity at critical field. To make
explicit the T-independent behaviour below Hc, we have extracted
the values of C/T(T,H) and replotted them in Fig. 3 as constant-H
curves for eight values of H between 4 and 5.2 T. As is evident, the
curves approach a constant value when T decreases below 0.8 K.
The flat profiles reflect the locking of the contours described
above. We have also plotted the constant-H curves measured at 4,
4.5 and 5 T (continuous curves) to show the close agreement
between the two sets of data. The critical peak profile in Fig. 2b
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Figure 2 | Phase diagram of CoNb2O6 in a transverse magnetic field and
heat capacity peak at the QCP. (a) The phase diagram inferred from C/T.
The transition Tc(H) defines the ordered phase (solid circles and triangles
represent T-constant and H-constant measurements, respectively). Gapless
excitations with T-independent C/T are observed in the blue shaded region
(4.2 ToHoHc). The gap D above Ha (solid diamonds) is inferred from fits
to the one-dimensional exact solution. The error bars are estimated from
the goodness of the fits at each H. Ha is the crossover field at which
d(C/T)/dT changes sign at low T. The dashed curves are nominal
boundaries of the low-T phases in which glassy behaviour is observed.
(b) Curves of C/Tmeasured versus H at constant T. Above B1 K, C/T
climbs to a sharp peak when H crosses the boundary Tc(H), and then falls
monotonically. Below 1 K, however, the constant-T contours lock to the left
branch of the critical peak profile (C/T)0 measured at 0.45 K (which peaks
at Hc¼ 5.24 T). The locking implies C/T is T-independent below 0.8 K.
In both panels, the blue shaded regions represent the field interval within
which the locking is observed. Above Hc, the contours are well separated
at all T. The derivative d(C/T)/dT at low T is negative for HcoHoHa

(yellow region), but positive for H4Ha.
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Figure 3 | Low-temperature heat capacity and spin entropy in expanded
scale near the critical field. The discrete symbols (solid circles) are values
of C/T extracted from continuous measurements of C/T versus H at fixed T
(the constant-T scans plotted in the phase diagram). Here they are plotted
versus T at fixed H to bring out the fixed-field contours. Below 0.8 K, the
values of C/T saturate to a T-independent value that depends on H. These
plateau values occur within the region of the phase diagram where the
contours display locking behaviour. To supplement the discrete data points,
we also measured C/T continuously versus T at fixed H. These curves are
shown as continuous curves at H¼4.0, 4.5 and 5.0T. The agreement
between the two distinct experiments is very close.
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with no discernible feature at Hc. As we lower T, the peak field
shifts towards Hc¼ 5.24 T, tracking Tc(H) in the phase diagram in
Fig. 2a. Below 1.5 K, the constant-T contours converge towards
the prominent profile measured at 0.45K, which is our closest
approximation to the critical peak profile (C/T)0 at T¼ 0. The
contours under this profile reveal a remarkable structure. On the
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assumes the T-independent value (C/T)0 at low T. Hence the
T-independent plateau seen in the curve at 5 T in Fig. 1a is now
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frequency range 0.02–100Hz, where P0 is the applied power and
T̂a:c: is the complex temperature (see Methods). The spectrum of
Ceff(o) has a hull-shaped profile characterized by the two char-
acteristic times t1 (set by the sample’s parameters) and text set by
coupling with the bath (defined in Methods). In both the low-o
and high-o regions (ooo1/text and o441/t1, respectively)
Ceff(o) rises steeply above the true (equilibrium) heat capacity C.
However, there exists a broad frequency range in between where
Ceff(o) is nearly o-independent and equal to the intrinsic
equilibrium heat capacity C of the sample. All results reported
here are taken with o within this sweet spot. Within the regions
denoted as glassy in Fig. 2, the spectrum is anomalous (Methods).
Instead of the hull-shaped spectrum, the measured Ceff decreases
monotonically over the accessible frequency range. We define
these regions of the phase diagram as glassy. We note that the
QCP region lies well away from the glassy regions.

Temperature-linear heat capacity at critical field. To make
explicit the T-independent behaviour below Hc, we have extracted
the values of C/T(T,H) and replotted them in Fig. 3 as constant-H
curves for eight values of H between 4 and 5.2 T. As is evident, the
curves approach a constant value when T decreases below 0.8 K.
The flat profiles reflect the locking of the contours described
above. We have also plotted the constant-H curves measured at 4,
4.5 and 5 T (continuous curves) to show the close agreement
between the two sets of data. The critical peak profile in Fig. 2b
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Figure 2 | Phase diagram of CoNb2O6 in a transverse magnetic field and
heat capacity peak at the QCP. (a) The phase diagram inferred from C/T.
The transition Tc(H) defines the ordered phase (solid circles and triangles
represent T-constant and H-constant measurements, respectively). Gapless
excitations with T-independent C/T are observed in the blue shaded region
(4.2 ToHoHc). The gap D above Ha (solid diamonds) is inferred from fits
to the one-dimensional exact solution. The error bars are estimated from
the goodness of the fits at each H. Ha is the crossover field at which
d(C/T)/dT changes sign at low T. The dashed curves are nominal
boundaries of the low-T phases in which glassy behaviour is observed.
(b) Curves of C/Tmeasured versus H at constant T. Above B1 K, C/T
climbs to a sharp peak when H crosses the boundary Tc(H), and then falls
monotonically. Below 1 K, however, the constant-T contours lock to the left
branch of the critical peak profile (C/T)0 measured at 0.45 K (which peaks
at Hc¼ 5.24 T). The locking implies C/T is T-independent below 0.8 K.
In both panels, the blue shaded regions represent the field interval within
which the locking is observed. Above Hc, the contours are well separated
at all T. The derivative d(C/T)/dT at low T is negative for HcoHoHa

(yellow region), but positive for H4Ha.
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Figure 3 | Low-temperature heat capacity and spin entropy in expanded
scale near the critical field. The discrete symbols (solid circles) are values
of C/T extracted from continuous measurements of C/T versus H at fixed T
(the constant-T scans plotted in the phase diagram). Here they are plotted
versus T at fixed H to bring out the fixed-field contours. Below 0.8 K, the
values of C/T saturate to a T-independent value that depends on H. These
plateau values occur within the region of the phase diagram where the
contours display locking behaviour. To supplement the discrete data points,
we also measured C/T continuously versus T at fixed H. These curves are
shown as continuous curves at H¼4.0, 4.5 and 5.0T. The agreement
between the two distinct experiments is very close.
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directions and a pBerry’s phase is accumulated10,11,44. The destructive
interference due to p Berry’s phase leads to an enhancement of MC.
Applying an external magnetic field suppresses the destructive
interference, giving rise to a negative MC11,44,45. One interesting
question to ask is what if the magnetic impurities are incorporated
into the TI materials? Theoretical predictions suggested that when
doping with magnetic impurities, a competing WL effect will be
introduced and the localization behavior is a result of the
competition between WAL and WL27,29,46,47. For the slightly doped
sample (x 5 0.08, Fig. 2b), at T 5 1.9 K the sharp upward cusp
feature of WAL is gone and the magnetoconductance exhibits a
non-monotonic increase with the increase of magnetic field, where
a sharp downward cusp is developed at small magnetic fields. When
the temperature warms up to 3.1 K, the non-monotonic behavior
disappears and the WAL shows up again. Further increasing the
temperature to 3.7 K flattens the cusp feature, indicating that the
WAL is weakened and it can only survive in a small temperature
range. For the sample doped with x 5 0.10 (Fig. 2c), WAL is
completely suppressed and a non-monotonic behavior is presented
up to 3.1 K before a classical parabolic dependence of the magnetic
field (,B2) of the MC appears around 4 K (Supplementary materials
Fig. S1). Further increasing the doping concentration to x 5 0.14
(Fig. 2d), downward cusp feature is persistent up to 10 K, indicative
of a WL dominated behavior.

The quantum corrections to the 2D MC can be described by
the Hikami-Larkin-Nagaoka (HLN) model48 and is given analytically

by the equation Dsxx:sxx Bð Þ{sxx 0ð Þ~a
e2

ph½y 1
2
z

Bw

B

! "
{

ln
Bw

B

! "

$, where e is the electron charge, h is Planck’s constant, B

is the magnetic field, y is the digamma function, and a is a coefficient
whose value is determined by the nature of the corrections being WL

or WAL, or having contributions from both effects. Additionally, we
have Bw~

.
4el2

w in which the coherence length is characterized by
lw~

ffiffiffiffiffiffiffiffi
Dtw

p
, D is the diffusion coefficient and tw is the dephasing

time. The undoped samples show a WAL behavior (Fig. 2a) and can
be fitted well to the HLN model (Figs. 2e and 2f). The resultant a
value ranges from 20.65 to 20.75 (black squares in Fig. 2h) with
increasing temperatures, consistent with the typical values of WAL
originated from 2D surface states of TI11,49–51. And for the heavily
doped samples with x 5 0.14, the MC has an excellent fit to the HLN
model (Fig. 2g) with a values from 0.25 to 0.09 (blue triangles in
Fig. 2h) suggesting a typical WL behavior28,51–53. However, the fit
becomes challenging for the lightly (x 5 0.08, Fig. 2b) and inter-
mediate doping (x 5 0.10, Fig. 2c) samples, primarily because of the
competition between WAL and WL. Under these circumstances, the
weight ratios of competing terms of WAL and WL are difficult to be
extracted. Nevertheless, in low magnetic fields (20.3 T , B ,
0.3 T), the sample with intermediate doping yields a values ranging
from 1.0 to 0.37 with increasing temperatures (T # 2.8 K) as
opposed to a large deviation from the HLN model at high fields
(for B . 0.3 T, supplementary Fig. S1)27.

It has been proposed that the opening of the surface energy gap
from the TRS breaking is responsible for this crossover from WAL to
WL27,28. Experimental observation in CrxBi2-xTe3 thin films showed
that with x 5 0.23, the surface states were completely suppressed.
Correspondingly the system became a dilute magnetic semi-
conductor (DMS)28. It is well known that the incorporation of mag-
netic impurities leads to the increased disorder in the films causing
localization in the electronic states, known as WL, which is strongly
related to field-induced magnetization29. In our scenario, with a
much lower Cr doping of x 5 0.14, the MC is completely governed
by the WL effect as opposed to the crossover behavior from WL to
unitary parabola with x 5 0.10. This suggests that a long-range

Figure 2 | Crossover of quantum corrections of magnetoconductance (MC) with increasing Cr content in CrxBi2-xTe3 thin films (x # 0.14).
(a) MC curves of pure Bi2Te3 thin films, showing the negative MC features of WAL. (b) MC curves of Cr0.08Bi1.92Te3 thin film, indicating a non-
monotonic behavior with sharp downward cusp at low temperatures (, 3.1 K) and re-presence of WAL at higher temperatures (3.1 and 3.7 K). (c) MC
curves of Cr0.10Bi1.90Te3 thin film, showing a crossover from downward cusp feature to parabolic dependence with increasing temperatures. (d) MC
curves of Cr 0.14Bi1.86Te3 thin film shows a WL dominated behavior. (e) HLN model fitting of MC curves with different Cr content at temperature of
1.9 K. (f) and (g) HLN model fitting of MC curves of pure Bi2Te3 and heavily doped Cr0.14Bi1.86Te3 thin films, showing that both WAL and WL can be
fitted well to the HLN model. (h) Pre-factor of a in HLN model of thin films with different Cr concentrations.

www.nature.com/scientificreports

SCIENTIFIC REPORTS | 3 : 2391 | DOI: 10.1038/srep02391 3



Quantum Matter and Quantum Information with Holography,  APCTP,  Pohang

Motivation
Quantum critical models can be characterized by

Dynamical critical exponent    : relative scaling of time and space

Hyperscaling-violation exponent.   : deviation of the scaling of the low energy critical degrees of freedom from 
original space(effective theory live in         dimension)  

z
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Dirac materials
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Boundary geometry:  AdS 
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Non-Dirac materials(with magnetism)
.

What is background geometry?

What is the role of each exponent to the transport coefficient and other thermodynamic observables?
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Background Geometry
Action

are known to have dispersion relation ! = kn [54].

We will see that the behavior of the transports can be qualitatively di↵erent, depending

on the dynamical exponent of QCP. However, such di↵erence can be recognized only by

plotting the transports for various (z, ✓), therefore we will put much e↵orts for explicitly

plotting the result. We checked that our result in the limits of zero magnetic field and in

the absence of the new coupling agrees with known result.

The rest of the paper consists of as follows. In section 2, we introduce the hyperscaling

violation gravity model with a magnetic coupling and present its solution. In section 3,

we calculate various transport coe�cients. In section 4, we apply our result to the surface

state of topological insulator with its charge carrier’s fermionic nature. In section 5, we

conclude with summary. In appendices A and B, we give detailed study of the long and

complicated formula by plotting the magneto transports and density dependence of the

various QCP’s in order to explicitly show the presence of phase transitions across the four

regions of critical exponents and the appearance of cross over from the weak localization

to weak anti-localization. We also compared the magneto-transports without and with

magnetic impurity. These are by themselves important since they are predictions that can

be compared with future experimental data, but to avoid the too many figures in the main

text, we put it at the appendices. At the end, we explain the null energy condition for our

theory.

2 The model and its black hole solution

To get the solution with the dynamical exponent z and the hyperscaling violating factor

✓, we consider a 4 dimensional action.
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where we will use the convention 22 = 16⇡G = 1. We use ansatz
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i, (2.2)

where �i’s are d-massless linear axions introduced to break the translational symmetry

and (�1,�2) = (↵,�) denote the strength of momentum relaxation. The action consists of

Einstein gravity, axion fields, and U(1) gauge fields and a dilaton field. For simplicity, we

only consider two U(1) gauge F (1)
rt

and F (2)
rt

in which the first gauge field plays the role of

an auxiliary field, making the geometry asymptotic Lifshitz, and the second gauge field is

the exact Maxwell field making the black hole charged.
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Background solution

The equations of motion are given by
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The solution for the dilaton field is given as

�(r) = ⌫ ln r, with ⌫ =
p

(2 � ✓)(2z � 2 � ✓). (2.7)

The gauge couplings Z1 and Z2 can be solved to give
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where H is a constant magnetic field. Finally, the solution is given by
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Figure 3. (a) 4-phases A,B,C,D due to the sign changes at z = 2 and ✓ = 2. (b) Valid
region satisfying all three conditions: (i) q1 charge reality condition, (ii) Null energy condition, (iii)
Asymptotic HSV condition. Black dots indicate specific (z, ✓) where we will discuss the typical
behavior of transports from next section

4 Application: magnetically doped surface state of topological insulator

We now apply the result to the surface state of topological insulator with gap opened by

the magnetic doping[47], which was one of our main motivation. After extensive search,

it turns out that the best fit comes from (z, ✓) = (3/2, 1), which we call QCP Q2. As

we move away from (3/2, 1), the fitting becomes bad very rapidly as one can see in the

figure 4(b,c,d). Therefore there is no ambiguity in associating the surface state of Mn

doped Bi3Se3 with a QCP with (z, ✓) = (3/2, 1). In each figure of 4(b,c,d,e) we first fix the

parameters such that the theory best fit the T = 3K data (blue line), then we use them

for data at other temperatures. The parameters used in figure 4 are listed in table 1.

Table 1. Used parameters in figure 4

(z, ✓) �2(µm)2 v/(104m/s) q��

(a) (1.5,1) 2704 5 3.1
(b) (1.6,1) 2591 4.3 2.6
(c) (1.5,0.9) 3136 5 2.15
(d) (1.5,1.1) 3136 5 3.3

Here should comments on the material dependence of the QCP. Previously we could

fit the data of Cr doped Bi2Te3 with z = 1, ✓ = 0 [45]. There, we also claimed that the

data of Mn doped Bi2Se3 can also be fit with (z, ✓) = (1, 0). However, it turns out that

when we fix the parameters of the theory such that we can fit the data at low temperature

(T=3K), higher temperature data of Bi2Te3 could be fit only if we allow the temperature

dependence of the coupling q�, while the theory can fit the data without such tweaking if

we use (z, ✓) = (3/2, 1).
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(a) Q2 and its 3 nearby QCP’s (b) At Q2
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Figure 4. (a) Two quantum critical point Q1, Q2: Q1 is for Cr doped Bi2Te3 discussed in [45] and
Q2 is for Mn doped for Bi2Se3 which is the topic here. (b,c,d,e) The uniqueness of Q2, the QCP
with (z, ✓) = (3/2, 1). The data is for Mn0.04(Bi2Se3)0.96 taken from ref. [47]. Solid line and circles
are for theory curve and experimental data respectively. The fitting is good at Q2 as one can see
in (b). But as we deviate from it, the fitting becomes bad rapidly for high temperature data. See
(c,d,e).

What is the origin of the di↵erence between the two surface state? First the surface

gap of doped Bi2Se3 is much bigger than that of doped Bi2Te3. The former has stronger

Coulomb interaction between the electrons [53] so that the system behaves as a strongly

interacting system even at low doping. On the other hand, doped Bi2Te3 is a weakly

interacting system at low doping. The surface Dirac point of Bi2Te3 is hidden in the valley

of bulk band. It is hard to see the presence of the surface gap out of ARPES data while the

surface gap is manifest for the doped Bi2Te3. See the figure 1(b and c). Therefore the two

surface states are very di↵erent as QCP’s although they apparently look similar as surface

states of TI.

Finally we remark that quantum critical point appears only at special dopings depend-

ing on the base material. We demonstrate this by showing that among three doping inverse

ratio Bi/Mn=23.6, 12.5, 10.6 only the first data could be fit by our theory. See figure 5.

In all three cases, we fix the theory parameter to fit the lowest temperature T=3K. We
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FIG. 3. Universality of transition behavior: Two different materials are described by the same analytic expression with different parameter
values. (a) MC for Cr-doped Bi2Te3 (left) and for Mn-doped Bi2Se3 (right). The data are from Refs. [19,20], respectively. (b) Strong correlation
islands for the two. Bi2Se3 has the bigger island due to the bigger bulk gap.

In the weakly interacting picture, the nontrivial behavior of
magnetoconductivity in the crossover regime is understood by
the competition between antilocalization induced by spin-orbit
coupling and localization by the surface gap. In the holographic
picture, the enhancement in conductivity can be understood as
the magnetoelectric effect or Witten effect. The interaction
term dictates that an external magnetic field generates extra
charge carriers δq ∼ θH to increase the conductivity. The
result of the competition is a sign change in the curvature of
the MC curve near H = 0, where

#σ ∼ −2(1 − 4θ2/9)
r2

0 β2
H 2 + O(H 4), (14)

and θ = qχγβ2/r2
0 . It also explains why the crossover from

WAL to WL appears only in a relatively low but not a very low
temperature region, because r0 ∼ T for high temperatures and
θ becomes small so that 1 − 2θ/3 cannot change the sign. This
can be more precisely stated in terms of the phase diagram
which is drawn in Fig. 2(b). Notice that there are only two
phases. If γ qχ > 1/4, there is always a phase transition from
WAL to WL.

Predictions. Finally, we give a list of predictions coming
from our theory that can be testable by experiments.

(1) Near the Dirac point of small doping, we will find a
transport anomaly, a large violation of the Wiedemann-Franz
law just as for graphene.

(2) For undoped or weakly doped TIs, where one normally
sees a sharp peak, the characteristic is of weak antilocalization.
We predict that if one looks at the near Dirac point by adjusting
the Fermi surface by gating, for example, one will see the
disappearance of the sharp peak as we move down the Fermi
surface.

(3) We claim that the transition behavior from WAL →
WL in medium doping is universal: Namely, the magnetic
conductivity of all two-dimensional Dirac materials with
broken TRS can be described by our formula, independent
of the details of the system. Here, we gave only two examples:
Mn-doped Bi2Se3 in Fig. 2(a).

(4) For CrxBi2−xTe3 with x = 0.1, where the system in our
picture is strongly interacting for T ! 2 K, we expect that
angle-resolved photoemission spectroscopy (ARPES) data
will show a fuzzy density of states (DOS). This means that
DOS will be nonzero in the region between dispersion curves,
where the quasiparticle case would show empty DOS leading
to the gap.

(5) All magnetotransport coefficients other than magne-
toconductivity are predictions: That is, we calculated all the
transport coefficients: Heat transports thermoelectric power,
as well as magnetoconductance. Once we determine all the
coefficients using MC data, all other transport results are
predictions. It is a prediction for several observables as
functions of multivariables (B,T ,γ ), containing a huge set
of data.

Future directions. In this Rapid Communication, we exam-
ined the zero charge sector only. The nonzero charge parameter
q will be discussed in a future publication. Other transport
coefficients such as thermal conductivities and Seeback co-
efficients with or without magnetic fields are also important
aspects that require further investigation. Graphene has an
even number of Dirac cones, weak spin-orbit interactions,
and different mechanisms for WL/WAL. Because of such
differences, we need to find other interaction terms in the
holographic model for graphene. It is also interesting to
classify all possible patterns of interaction that provide the
fermion surface gap in the presence of strong e−e correlations
in our context.
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Figure 4. (a) Two quantum critical point Q1, Q2: Q1 is for Cr doped Bi2Te3 discussed in [45] and
Q2 is for Mn doped for Bi2Se3 which is the topic here. (b,c,d,e) The uniqueness of Q2, the QCP
with (z, ✓) = (3/2, 1). The data is for Mn0.04(Bi2Se3)0.96 taken from ref. [47]. Solid line and circles
are for theory curve and experimental data respectively. The fitting is good at Q2 as one can see
in (b). But as we deviate from it, the fitting becomes bad rapidly for high temperature data. See
(c,d,e).

What is the origin of the di↵erence between the two surface state? First the surface

gap of doped Bi2Se3 is much bigger than that of doped Bi2Te3. The former has stronger

Coulomb interaction between the electrons [53] so that the system behaves as a strongly

interacting system even at low doping. On the other hand, doped Bi2Te3 is a weakly

interacting system at low doping. The surface Dirac point of Bi2Te3 is hidden in the valley

of bulk band. It is hard to see the presence of the surface gap out of ARPES data while the

surface gap is manifest for the doped Bi2Te3. See the figure 1(b and c). Therefore the two

surface states are very di↵erent as QCP’s although they apparently look similar as surface

states of TI.

Finally we remark that quantum critical point appears only at special dopings depend-

ing on the base material. We demonstrate this by showing that among three doping inverse

ratio Bi/Mn=23.6, 12.5, 10.6 only the first data could be fit by our theory. See figure 5.

In all three cases, we fix the theory parameter to fit the lowest temperature T=3K. We
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Figure 4. (a) Two quantum critical point Q1, Q2: Q1 is for Cr doped Bi2Te3 discussed in [45] and
Q2 is for Mn doped for Bi2Se3 which is the topic here. (b,c,d,e) The uniqueness of Q2, the QCP
with (z, ✓) = (3/2, 1). The data is for Mn0.04(Bi2Se3)0.96 taken from ref. [47]. Solid line and circles
are for theory curve and experimental data respectively. The fitting is good at Q2 as one can see
in (b). But as we deviate from it, the fitting becomes bad rapidly for high temperature data. See
(c,d,e).

What is the origin of the di↵erence between the two surface state? First the surface

gap of doped Bi2Se3 is much bigger than that of doped Bi2Te3. The former has stronger

Coulomb interaction between the electrons [53] so that the system behaves as a strongly

interacting system even at low doping. On the other hand, doped Bi2Te3 is a weakly

interacting system at low doping. The surface Dirac point of Bi2Te3 is hidden in the valley

of bulk band. It is hard to see the presence of the surface gap out of ARPES data while the

surface gap is manifest for the doped Bi2Te3. See the figure 1(b and c). Therefore the two

surface states are very di↵erent as QCP’s although they apparently look similar as surface

states of TI.

Finally we remark that quantum critical point appears only at special dopings depend-

ing on the base material. We demonstrate this by showing that among three doping inverse

ratio Bi/Mn=23.6, 12.5, 10.6 only the first data could be fit by our theory. See figure 5.

In all three cases, we fix the theory parameter to fit the lowest temperature T=3K. We
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FIG. 3. Universality of transition behavior: Two different materials are described by the same analytic expression with different parameter
values. (a) MC for Cr-doped Bi2Te3 (left) and for Mn-doped Bi2Se3 (right). The data are from Refs. [19,20], respectively. (b) Strong correlation
islands for the two. Bi2Se3 has the bigger island due to the bigger bulk gap.

In the weakly interacting picture, the nontrivial behavior of
magnetoconductivity in the crossover regime is understood by
the competition between antilocalization induced by spin-orbit
coupling and localization by the surface gap. In the holographic
picture, the enhancement in conductivity can be understood as
the magnetoelectric effect or Witten effect. The interaction
term dictates that an external magnetic field generates extra
charge carriers δq ∼ θH to increase the conductivity. The
result of the competition is a sign change in the curvature of
the MC curve near H = 0, where

#σ ∼ −2(1 − 4θ2/9)
r2

0 β2
H 2 + O(H 4), (14)

and θ = qχγβ2/r2
0 . It also explains why the crossover from

WAL to WL appears only in a relatively low but not a very low
temperature region, because r0 ∼ T for high temperatures and
θ becomes small so that 1 − 2θ/3 cannot change the sign. This
can be more precisely stated in terms of the phase diagram
which is drawn in Fig. 2(b). Notice that there are only two
phases. If γ qχ > 1/4, there is always a phase transition from
WAL to WL.

Predictions. Finally, we give a list of predictions coming
from our theory that can be testable by experiments.

(1) Near the Dirac point of small doping, we will find a
transport anomaly, a large violation of the Wiedemann-Franz
law just as for graphene.

(2) For undoped or weakly doped TIs, where one normally
sees a sharp peak, the characteristic is of weak antilocalization.
We predict that if one looks at the near Dirac point by adjusting
the Fermi surface by gating, for example, one will see the
disappearance of the sharp peak as we move down the Fermi
surface.

(3) We claim that the transition behavior from WAL →
WL in medium doping is universal: Namely, the magnetic
conductivity of all two-dimensional Dirac materials with
broken TRS can be described by our formula, independent
of the details of the system. Here, we gave only two examples:
Mn-doped Bi2Se3 in Fig. 2(a).

(4) For CrxBi2−xTe3 with x = 0.1, where the system in our
picture is strongly interacting for T ! 2 K, we expect that
angle-resolved photoemission spectroscopy (ARPES) data
will show a fuzzy density of states (DOS). This means that
DOS will be nonzero in the region between dispersion curves,
where the quasiparticle case would show empty DOS leading
to the gap.

(5) All magnetotransport coefficients other than magne-
toconductivity are predictions: That is, we calculated all the
transport coefficients: Heat transports thermoelectric power,
as well as magnetoconductance. Once we determine all the
coefficients using MC data, all other transport results are
predictions. It is a prediction for several observables as
functions of multivariables (B,T ,γ ), containing a huge set
of data.

Future directions. In this Rapid Communication, we exam-
ined the zero charge sector only. The nonzero charge parameter
q will be discussed in a future publication. Other transport
coefficients such as thermal conductivities and Seeback co-
efficients with or without magnetic fields are also important
aspects that require further investigation. Graphene has an
even number of Dirac cones, weak spin-orbit interactions,
and different mechanisms for WL/WAL. Because of such
differences, we need to find other interaction terms in the
holographic model for graphene. It is also interesting to
classify all possible patterns of interaction that provide the
fermion surface gap in the presence of strong e−e correlations
in our context.
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(b) At Q2

(c) right of Q2 (d) below Q2 (e) above Q2

Figure 4. (a) Two quantum critical point Q1, Q2: Q1 is for Cr doped Bi2Te3 discussed in [45] and
Q2 is for Mn doped for Bi2Se3 which is the topic here. (b,c,d,e) The uniqueness of Q2, the QCP
with (z, ✓) = (3/2, 1). The data is for Mn0.04(Bi2Se3)0.96 taken from ref. [47]. Solid line and circles
are for theory curve and experimental data respectively. The fitting is good at Q2 as one can see
in (b). But as we deviate from it, the fitting becomes bad rapidly for high temperature data. See
(c,d,e).

What is the origin of the di↵erence between the two surface state? First the surface

gap of doped Bi2Se3 is much bigger than that of doped Bi2Te3. The former has stronger

Coulomb interaction between the electrons [53] so that the system behaves as a strongly

interacting system even at low doping. On the other hand, doped Bi2Te3 is a weakly

interacting system at low doping. The surface Dirac point of Bi2Te3 is hidden in the valley

of bulk band. It is hard to see the presence of the surface gap out of ARPES data while the

surface gap is manifest for the doped Bi2Te3. See the figure 1(b and c). Therefore the two

surface states are very di↵erent as QCP’s although they apparently look similar as surface

states of TI.

Finally we remark that quantum critical point appears only at special dopings depend-

ing on the base material. We demonstrate this by showing that among three doping inverse

ratio Bi/Mn=23.6, 12.5, 10.6 only the first data could be fit by our theory. See figure 5.

In all three cases, we fix the theory parameter to fit the lowest temperature T=3K. We
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in holography would be how a QCP can be characterized by the transports? Or can we

distinguish the QCP by looking its transport data? Therefore, much e↵orts have been given

to the transport calculation in the context of the HSV geometries[31–43] which seem to

be in 1-1 correspondence with the QCP’s. However the magneto-thermal conductivity had

not been calculated even after a few years of the discovery of exact solution that allows the

presence of magnetic field in the context of HSV[39]. The first result on the magneto-heat

conductivity was obtained in very recent paper [42] but the result in the zero magnetic

field limit does not seem to be reduced to the known result by a parameter dependent

factor. It is also important to extract out the characters of QCP’s, that is to examine the

di↵erences in behaviors of the transports for di↵erent QCP’s, which is deeply hidden in the

complexity of the transport formula.

In this paper we will re-calculate the magneto-transports with di↵erent methods in a

generalized context, motivated from the earlier work [44] of some of us [44, 45] where the

surface state of Topological insulator (TI) with magnetic doping [46–48] was studied. In

[44, 45], we treated the surface of TI as a Dirac material [44, 45, 49–52], a system with

z = 1, ✓ = 0, because the topological insulator’s surface has a Dirac cone as a part of its

definition. However, when the surface is doped with the magnetic impurities, the surface

gap is open. The system is strongly interacting when the surface band touches the Fermi

level so that the Fermi sea is small. See the red curve in the Figure 1(a). Then one

2Δ	
X=0.00	
X=0.08	
X=0.12	

EF	

Figure 1. Evolution of density of state. As we increase the doping and thereby the surface gap
of the TI, the fermi surface gets smaller.

including thermal and thermo-electric transports of surface states of topological insulators

in the regime of strong correlation. We will give 3D plots of each of them. Since not much

data are available for heat transport or thermo-electric transports of Dirac material in such

regime, our study can be regarded as predictions of holographic theory for generic Dirac

materials in the vicinity of charge neutral point 2.

2 Gravity dual of the surface of TI with magnetic doping

Although our target is general Dirac material not just for Topological Insulator (TI), we

want to setup holographic formalism to describe the surface of it, which is one of the

most well studied material with Dirac cone. Phenomenologically, we will be interested in

magneto-transport of TI surface as a consequence of surface gap which is generated by the

magnetic doping.

2.1 Holographic Formulation of the surface state

We setup the holographic model by a sequence of reasonings.

1. The key feature of Topological bulk band is the presence of a surface normalizable

zero-mode. It happens when the bulk band is inverted and one known mechanism

for band inversion is large spin-orbit interaction. So considering boundary is crucial

to discuss TI.

2. On the other hand, in Holographic theory, having both bulk and boundary of a

physical system is very di�cult, if not impossible, since the bulk of the physical system

is already at the boundary of AdS space. In this situation, we have to ’carefully’ delete

either bulk or boundary for holographic description, depending on one’s goal. Our

2Our treatment can be applied for the case with surface gap as well as the case without gap as far as
the system can be considered as a conductor.
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Bi2Se3, Bi2Te3 and Sb2Te3 will form a QAHE state, which should thus 
occur when Bi or Sb are substituted by Cr or Fe, but not when the sub-
stituents are Ti or V, owing to their metallicity2. Moreover, nonisovalent 
magnetic dopants turn out to have surprisingly little effect on car-
rier concentration: that is, Mn-doped Bi2Se3 and Bi2Te3 always remain 
n-type14,20, even though divalent Mn replacing trivalent Bi should act 
as a strong acceptor.

To resolve these issues, we present a comprehensive study of  
Mn-doped Bi2Te3 and Bi2Se3 that unequivocally reveals a large magnetic 
exchange splitting at the Dirac point of Bi2Te3. This splitting vanishes 
above the Curie temperature, which is clear-cut evidence for its mag-
netic origin. No increase in the gap size is observed for Mn-doped Bi2Se3 
at temperatures down to 1 K. Through a multiscale structural analysis, 
we reveal that the actual lattice structure is very different to the antici-
pated random impurity system, as Mn doping induces the formation 
of self-organized heterostructures. This turns out to be crucial for 
obtaining large magnetic gaps10.

Bandgap, spin texture and magnetism
Figure 1a–g shows the ARPES dispersions of Mn-doped Bi2Te3 and 
Bi2Se3 measured above and below the ferromagnetic phase transition 
(TC = 10 K and 6 K, respectively). For Mn-doped Bi2Te3, the photoemission 

spectrum recorded at hν = 50 eV at the centre of the surface Brillouin 
zone shows an intensity maximum at a binding energy of 0.3 eV from 
the bulk valence band, while the Dirac point of the topological surface 
state (TSS) contributes a smaller peak at around 0.2 eV. On cooling 
from 20 K through TC down to 1 K, the low energy flank of the peak 
develops a pronounced shoulder, forming a plateau at around 0.2 eV 
(Fig. 1a–c). Assuming that the single component for the topological 
surface state at 20 K becomes split into two equally intense components 
at 1 K (Fig. 1d), we arrive at a gap, ∆, of 90 ± 10 meV at low temperature 
(see Methods section ‘ARPES’ and Extended Data Fig. 1). Because TC is 
10 K in this sample, this proves the magnetic origin of this gap. This is 
the central result of our study.

To confirm the magnetic origin, we carried out spin-resolved 
ARPES. For the spectra shown in Fig. 1h–j, we chose a photon energy 
of hν = 30 eV at which bulk transitions are strong from the bulk con-
duction band (BCB) but overlap much less with the Dirac point of the 
TSS. At 6.5 K, the spectrum at the Dirac point—measured in remanence 
after field cooling (M−)—is clearly spin-polarized, with spin orientation 
perpendicular to the surface and spin split by ∆ = 56 ± 4 meV (Fig. 1h 
and Extended Data Fig. 2). Because the temperature is closer to TC, this 
value is smaller than that derived at 1 K. Subsequent measurement at 
room temperature (Fig. 1i) shows that the spin polarization has com-
pletely disappeared, whereas subsequent cooling in an oppositely 
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Fig. 1 | Magnetic gap of Mn-doped Bi2Te3. a–d, ARPES for Bi2Te3 with 6% Mn, 
above and below the Curie temperature (TC) of around 10 K. The spectra in  
c, d and those marked by thick lines in a, b correspond to the centre of the 
surface Brillouin zone at k� = 0. Line fits in the regions S1 and S2 in c yield a 
splitting of more than 33 meV between 20 K and 1 K; according to the 
simulations shown in d, this splitting corresponds to a magnetic gap, ∆, of 
90 ± 10 meV. The inset in c shows the energy, E, versus k� momentum map at 1 K. 
a.u., arbitrary units. VB, valence band. e–g, Same analysis for Bi2Se3 with 6% Mn 
and a TC of 6 K, revealing only a temperature-independent nonmagnetic gap,  
∆, that does not correlate with magnetization (see inset). h, i, Spin-resolved 

ARPES of Bi2Te3 with 6% Mn at 6.5 K (h) and 300 K (i), showing that below TC the 
gap at the Dirac point is ferromagnetically spin-split with out-of-plane spin 
orientation. At 6.5 K, the magnetic gap is ∆ = 56 ± 4 meV. j, Away from the Dirac 
point, the conventional helical in-plane spin texture is measured. The out-of-
plane component of the spin polarization reverses with the reversal in 
magnetization (M) (as shown in the lower part of h), and the in-plane spin 
component reverses with the in-plane wavevector k� (lower part of j). k, The 
same temperature dependence is measured for ∆(T) and the magnetization 
M(T). The inset shows a sketch of the measured spin textures below and  
above TC.

(b) Mn doped Bi2Se3
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Bi2Se3, Bi2Te3 and Sb2Te3 will form a QAHE state, which should thus 
occur when Bi or Sb are substituted by Cr or Fe, but not when the sub-
stituents are Ti or V, owing to their metallicity2. Moreover, nonisovalent 
magnetic dopants turn out to have surprisingly little effect on car-
rier concentration: that is, Mn-doped Bi2Se3 and Bi2Te3 always remain 
n-type14,20, even though divalent Mn replacing trivalent Bi should act 
as a strong acceptor.

To resolve these issues, we present a comprehensive study of  
Mn-doped Bi2Te3 and Bi2Se3 that unequivocally reveals a large magnetic 
exchange splitting at the Dirac point of Bi2Te3. This splitting vanishes 
above the Curie temperature, which is clear-cut evidence for its mag-
netic origin. No increase in the gap size is observed for Mn-doped Bi2Se3 
at temperatures down to 1 K. Through a multiscale structural analysis, 
we reveal that the actual lattice structure is very different to the antici-
pated random impurity system, as Mn doping induces the formation 
of self-organized heterostructures. This turns out to be crucial for 
obtaining large magnetic gaps10.

Bandgap, spin texture and magnetism
Figure 1a–g shows the ARPES dispersions of Mn-doped Bi2Te3 and 
Bi2Se3 measured above and below the ferromagnetic phase transition 
(TC = 10 K and 6 K, respectively). For Mn-doped Bi2Te3, the photoemission 

spectrum recorded at hν = 50 eV at the centre of the surface Brillouin 
zone shows an intensity maximum at a binding energy of 0.3 eV from 
the bulk valence band, while the Dirac point of the topological surface 
state (TSS) contributes a smaller peak at around 0.2 eV. On cooling 
from 20 K through TC down to 1 K, the low energy flank of the peak 
develops a pronounced shoulder, forming a plateau at around 0.2 eV 
(Fig. 1a–c). Assuming that the single component for the topological 
surface state at 20 K becomes split into two equally intense components 
at 1 K (Fig. 1d), we arrive at a gap, ∆, of 90 ± 10 meV at low temperature 
(see Methods section ‘ARPES’ and Extended Data Fig. 1). Because TC is 
10 K in this sample, this proves the magnetic origin of this gap. This is 
the central result of our study.

To confirm the magnetic origin, we carried out spin-resolved 
ARPES. For the spectra shown in Fig. 1h–j, we chose a photon energy 
of hν = 30 eV at which bulk transitions are strong from the bulk con-
duction band (BCB) but overlap much less with the Dirac point of the 
TSS. At 6.5 K, the spectrum at the Dirac point—measured in remanence 
after field cooling (M−)—is clearly spin-polarized, with spin orientation 
perpendicular to the surface and spin split by ∆ = 56 ± 4 meV (Fig. 1h 
and Extended Data Fig. 2). Because the temperature is closer to TC, this 
value is smaller than that derived at 1 K. Subsequent measurement at 
room temperature (Fig. 1i) shows that the spin polarization has com-
pletely disappeared, whereas subsequent cooling in an oppositely 
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Fig. 1 | Magnetic gap of Mn-doped Bi2Te3. a–d, ARPES for Bi2Te3 with 6% Mn, 
above and below the Curie temperature (TC) of around 10 K. The spectra in  
c, d and those marked by thick lines in a, b correspond to the centre of the 
surface Brillouin zone at k� = 0. Line fits in the regions S1 and S2 in c yield a 
splitting of more than 33 meV between 20 K and 1 K; according to the 
simulations shown in d, this splitting corresponds to a magnetic gap, ∆, of 
90 ± 10 meV. The inset in c shows the energy, E, versus k� momentum map at 1 K. 
a.u., arbitrary units. VB, valence band. e–g, Same analysis for Bi2Se3 with 6% Mn 
and a TC of 6 K, revealing only a temperature-independent nonmagnetic gap,  
∆, that does not correlate with magnetization (see inset). h, i, Spin-resolved 

ARPES of Bi2Te3 with 6% Mn at 6.5 K (h) and 300 K (i), showing that below TC the 
gap at the Dirac point is ferromagnetically spin-split with out-of-plane spin 
orientation. At 6.5 K, the magnetic gap is ∆ = 56 ± 4 meV. j, Away from the Dirac 
point, the conventional helical in-plane spin texture is measured. The out-of-
plane component of the spin polarization reverses with the reversal in 
magnetization (M) (as shown in the lower part of h), and the in-plane spin 
component reverses with the in-plane wavevector k� (lower part of j). k, The 
same temperature dependence is measured for ∆(T) and the magnetization 
M(T). The inset shows a sketch of the measured spin textures below and  
above TC.

(c) Mn doped Bi2Te3

Figure 1. (a) Evolution of density of state as the doping changes. As we increase the doping the
surface gap increases, and the fermi surface gets smaller. At some point, the surface band touches
FS and the system become strongly interacting. The green colored region represent the the bulk
bands and the lines are for surface bands. The figure is from [44]. (b,c) The actual ARPES data
for for Mn-doped Bi2Se3 and Bi2Te3. Notice that for the latter, it is hard to see the surface gap.
The figure is from the ref.[53], https://rdcu.be/b3App

may immediately ask whether we can still treat the system as a Dirac material, because

strictly speaking, there is no more a Dirac cone. Therefore we have a pressing reason to re-

examine the system with the hyper-scaling violating geometry. We will see that comparing

our theoretical result to the data, the relevant QCP for this system should be identified as

(z, ✓) = (1.5, 1) for Mn doped Bi2Se3 and (z, ✓) = (1, 0) for the Cr doped Bi2Te3.

Our analysis will also be useful for multilayer graphene system where the excitations
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Holographic Renormalization
The integration of the on-shell action is divergent

The charge density is determined by the condition ai(vH) = 0 at the event horizon:

q1 =
p

(2z � 2)(2 + z � ✓), q2 = µv
z�✓

H
� c4⇥H, (2.15)

where ⇥ = �
2
q�/v

2�✓
H

. m is determined by the conditions U(vH) = 0:

m = v
2+z�✓

H

 
1 +

µ
2(✓ � z)vz�✓
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2
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2z�6
H

4(z � 2)(3z � ✓ � 4)
� �

2
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(2.16)

The the entropy density and the Hawking temperature read

s = 4⇡v2�✓

H
, (2.17)

4⇡T = (z + 2� ✓)vz
H
� �

2
v
✓�z
H

2� ✓
� 1

2

v
2✓�2�z
H

(2� ✓)

⇣
⇥H � (z � ✓)q2

⌘2
� H

2
v
3z�6
H

4(2� z)
. (2.18)

Notice that all three terms in eq. (2.18) contribute negatively and if both z, ✓ < 2 and

at zero temperature, the solution near the horizon becomes AdS2 ⇥R
2:

ds
2 =

�d⌧
2 + du

2
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2
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H
(dx2 + dy

2). (2.19)

3 Holographic renormalization

To get the boundary renormalized on-shell action, we first calculation bulk on-shell action

of (2.1). Integrating the bulk action with background solution from horizon to r = ⇤ gives

Sbulk =

S0 + Sint =(2� ✓)⇤2+z�✓ � 1

2
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✓�z +
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4
H
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, (3.1)

here, we ignore vh contribution of integration for checking divergence at the boundary. We

will come back to finite contribution of vH later. There are several condition for the range

of (z, ✓) such that we can apply AdS/CFT correspondence;

• The background geometry goes to hyperscaling violation one at the boundary. It

means that F(v) ! 1 for v ! 1.

• The boundary value of the gauge field a2(v) should be the chemical potential, a2(v) !
µ for v ! 1.

By imposing these two condition, the parameter region where we are considering is

restricted to A and B region in [previous paper], see Figure 1. The chemical potential

is not well defined in region C and D in [previous paper] even though the background
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Figure 3. (a) 4-phases A,B,C,D due to the sign changes at z = 2 and ✓ = 2. (b) Valid
region satisfying all three conditions: (i) q1 charge reality condition, (ii) Null energy condition, (iii)
Asymptotic HSV condition. Black dots indicate specific (z, ✓) where we will discuss the typical
behavior of transports from next section

4 Application: magnetically doped surface state of topological insulator

We now apply the result to the surface state of topological insulator with gap opened by

the magnetic doping[47], which was one of our main motivation. After extensive search,

it turns out that the best fit comes from (z, ✓) = (3/2, 1), which we call QCP Q2. As

we move away from (3/2, 1), the fitting becomes bad very rapidly as one can see in the

figure 4(b,c,d). Therefore there is no ambiguity in associating the surface state of Mn

doped Bi3Se3 with a QCP with (z, ✓) = (3/2, 1). In each figure of 4(b,c,d,e) we first fix the

parameters such that the theory best fit the T = 3K data (blue line), then we use them

for data at other temperatures. The parameters used in figure 4 are listed in table 1.

Table 1. Used parameters in figure 4

(z, ✓) �2(µm)2 v/(104m/s) q��

(a) (1.5,1) 2704 5 3.1
(b) (1.6,1) 2591 4.3 2.6
(c) (1.5,0.9) 3136 5 2.15
(d) (1.5,1.1) 3136 5 3.3

Here should comments on the material dependence of the QCP. Previously we could

fit the data of Cr doped Bi2Te3 with z = 1, ✓ = 0 [45]. There, we also claimed that the

data of Mn doped Bi2Se3 can also be fit with (z, ✓) = (1, 0). However, it turns out that

when we fix the parameters of the theory such that we can fit the data at low temperature

(T=3K), higher temperature data of Bi2Te3 could be fit only if we allow the temperature

dependence of the coupling q�, while the theory can fit the data without such tweaking if

we use (z, ✓) = (3/2, 1).
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In the region A in 1, most terms in the integration of the bulk action (3.1) suppressed

at the boundary and the divergent pieces which should be renormalized is

Sbulk = (2� ✓)⇤2+z�✓ +
4z � ✓ � 6

4(z � 2)(3z � ✓ � 4)
H⇤�4+3z�✓

. (3.2)

To get a renormalized on-shell action, we introduce the planar background solutions

in the Einstein frame as following:

ds
2
B = dr

2 + �ij(r, t)dx
i
dx

j (3.3)

where �tt = �v
2z�✓F(v), �ii = v

2�✓. The radial coordinate in (2.10) is related to the radial

coordinate in the planar background through the identities

dr = �v
�✓/2F�1/2dv
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With this metric, we can construct the boundary action as following:
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The integration of the on-shell action is divergent

The charge density is determined by the condition ai(vH) = 0 at the event horizon:

q1 =
p
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The the entropy density and the Hawking temperature read
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Notice that all three terms in eq. (2.18) contribute negatively and if both z, ✓ < 2 and

at zero temperature, the solution near the horizon becomes AdS2 ⇥R
2:

ds
2 =
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3 Holographic renormalization

To get the boundary renormalized on-shell action, we first calculation bulk on-shell action

of (2.1). Integrating the bulk action with background solution from horizon to r = ⇤ gives

Sbulk =

S0 + Sint =(2� ✓)⇤2+z�✓ � 1

2
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here, we ignore vh contribution of integration for checking divergence at the boundary. We

will come back to finite contribution of vH later. There are several condition for the range

of (z, ✓) such that we can apply AdS/CFT correspondence;

• The background geometry goes to hyperscaling violation one at the boundary. It

means that F(v) ! 1 for v ! 1.

• The boundary value of the gauge field a2(v) should be the chemical potential, a2(v) !
µ for v ! 1.

By imposing these two condition, the parameter region where we are considering is

restricted to A and B region in [previous paper], see Figure 1. The chemical potential

is not well defined in region C and D in [previous paper] even though the background
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In the region A in 1, most terms in the integration of the bulk action (3.1) suppressed

at the boundary and the divergent pieces which should be renormalized is
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2
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The integration of the on-shell action is divergent

The charge density is determined by the condition ai(vH) = 0 at the event horizon:
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Notice that all three terms in eq. (2.18) contribute negatively and if both z, ✓ < 2 and

at zero temperature, the solution near the horizon becomes AdS2 ⇥R
2:
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3 Holographic renormalization

To get the boundary renormalized on-shell action, we first calculation bulk on-shell action

of (2.1). Integrating the bulk action with background solution from horizon to r = ⇤ gives

Sbulk =
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here, we ignore vh contribution of integration for checking divergence at the boundary. We

will come back to finite contribution of vH later. There are several condition for the range

of (z, ✓) such that we can apply AdS/CFT correspondence;

• The background geometry goes to hyperscaling violation one at the boundary. It

means that F(v) ! 1 for v ! 1.

• The boundary value of the gauge field a2(v) should be the chemical potential, a2(v) !
µ for v ! 1.

By imposing these two condition, the parameter region where we are considering is

restricted to A and B region in [previous paper], see Figure 1. The chemical potential

is not well defined in region C and D in [previous paper] even though the background
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, (3.6)

and the extrinsic curvature and the conjugate momentum of auxiliary field a1(v) and the

linear axion are defined as

Kij = �1
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The divergent terms of (3.5) exactly cancel the divergent on-shell action (3.1). The

final renormalized Euclidian on-shell action after analytic continuation is
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here we divide the on-shell action by the volume of the transverse direction then (3.8) will

be related to the thermodynamic potential density ⌦.

4 Thermodynamics

In this section, we discuss thermodynamics of the strongly interacting non-Dirac materials

governed by the critical dynamical exponent z and the hyperscaling violation exponent ✓

which is dual of the hyperscaling violation geometry. In the case of the Dirac materials,

boundary energy momentum tensor T00 corresponds to the boundary energy density ✏ and

the Euclidean on-shell action S
E is related to the negative pressure P. Then, the Smarr

relation in the boundary theory can be written as;

✏+ P = s T + µQ. (4.1)

One can directly check that the thermodynamic first law is satisfied

�✏ = T �s+ µ�Q. (4.2)

From the bulk theory point of view, the thermodynamic first law (4.2) is comes from bulk

Einstein equations. In other words, the thermodynamic first law is a projection of the bulk

symmetry of the geometry.
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here we divide the on-shell action by the volume of the transverse direction then (3.8) will

be related to the thermodynamic potential density ⌦.
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In this section, we discuss thermodynamics of the strongly interacting non-Dirac materials

governed by the critical dynamical exponent z and the hyperscaling violation exponent ✓

which is dual of the hyperscaling violation geometry. In the case of the Dirac materials,

boundary energy momentum tensor T00 corresponds to the boundary energy density ✏ and

the Euclidean on-shell action S
E is related to the negative pressure P. Then, the Smarr

relation in the boundary theory can be written as;

✏+ P = s T + µQ. (4.1)

One can directly check that the thermodynamic first law is satisfied

�✏ = T �s+ µ�Q. (4.2)

From the bulk theory point of view, the thermodynamic first law (4.2) is comes from bulk

Einstein equations. In other words, the thermodynamic first law is a projection of the bulk

symmetry of the geometry.
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Energy density: Boundary energy momentum tensor

Pressure: Negative renormalized on-shell action

Entropy: Horizon area

Temperature: Hawking temperature of BH

✏ = T00

P = �SE
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Thermodynamic relation

Thermodynamic First Law

Then, the thermodynamics is

�✏ = T �s+ µ�Q, (4.9)

where Q is conserved charge defined by (z � ✓)q2.

4.3 Schwarzschild with momentum relaxation: (q2 = 0, H = 0, � 6= 0, q� = 0)

Here, we will discuss the thermodynamic first law with momentum relaxation �. The

thermodynamic variables are

S
E = �v
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If we simply apply Smarr relation of Schwartzchild HSV case, the result does not seems to

be consistent with it;

✏ = z S
E + s T 6= (2� ✓)m, (4.11)

and also does not satisfy the thermodynamic first law. To resolve the problem, we modify

on-shell action by

S̃
E ⌘ S

E +
✓(1� z)�2

z(2� z)(✓ � 2)
v
2�z

H
. (4.12)

Notice that the extra term only depends on the horizon radius vH which means that this

term cannot be added by boundary counter term. We will discuss on the physical meaning

of this term later. One interesting this is that this term does not appear when z = 1 or

✓ = 0.

The Smarr relation becomes Schwarzschild form again;

✏ = z S̃
E + s T = (2� ✓)m, (4.13)

and

�✏ = T �s. (4.14)

4.4 Full HSV geometry

By collecting all discussion in previous sections. the final Smarr relation is

✏ = zS̃
E + s T +

(1 + z � ✓)

(2� ✓)
µQ, (4.15)

– 7 –

where S̃
E is defined in (4.12) and Q = (z � ✓)q2. Then, the thermodynamic first law is

�✏ = T �s+ µ�Q�M�H, (4.16)

where M is a magnetization;
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5 Discussion

• Physical meaning of extra term in (4.12):

Thermodynamic first law of boundary theory is equivalent to the bulk Einstein equation

or bulk di↵eomorphism symmetry. But in the presence of the momentum relaxation term

�, bulk di↵eomorphism is broken from massive gravity point of view. Therefore, to make

a boundary theory satisfying the thermodynamic first law, we have to restore these broken

symmetry by adding proper term.
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Specific heat
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High temperature behavior
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interactions (23–26) (Fig. 1, Inset). The temperature dependence of
the magnetic susceptibility χ shows a behavior that is typical of 2D
frustrated spin systems (Fig. 1). Below Tp ∼ 60 K, χðTÞ begins to
deviate from the paramagnetic Curie–Weiss behavior (24, 27, 28),
implying that the spin correlations grow gradually when the tem-
perature energy scale kBTp becomes comparable to the effective
spin-interaction energy Jeff . A peak of χðTÞ at Tp ∼ 18 K suggests
that spins are highly correlated at lower temperatures. Recently,
based on the observation of an extremely wide one-third magneti-
zation plateau (26), effective spin Hamiltonians featuring coupled
frustrated chains (27) and coupled trimers (28) were proposed. In
the latter framework, the system can be viewed as a frustrated tri-
angular lattice with competing antiferromagnetic and ferromagnetic
interactions with exchange couplings whose energy scales are not far
from kBTp. In either model, the combination of strong geometrical
frustration with enhanced quantum fluctuations for S= 1=2 sup-
presses the magnetic ordering down to TN ∼ 1 K (∼ 2 K) at zero
field (15 T) (24, 25), which infers the presence of an SL state in a
wide temperature range TN <T <Tp ∼ Jeff=kB. Clearly the χ above
TN extrapolated to T = 0 remains finite, suggesting the gapless
nature of the spin excitations in the SL state. Strong evidence
supporting the presence of the gapless excitations comes from
the specific heat measurements at low temperatures (Fig. 1),
which show a large linear temperature-dependent contribution,
C=TðT→ 0Þ∼ 50 mJ K−2  mol−Cu−1.

Longitudinal and Transverse Thermal Conductivities. Fig. 2 A and B
shows the temperature dependences of the longitudinal thermal
conductivity, κxx=T, of sample 1 (2) in zero field and in a mag-
netic field of 15 T (H⊥2D plane). The thermal conductivity was
measured along the b axis in measurements of sample 1. In

sample 2, the thermal conductivities along the a axis ðκxx,aÞ and
that along the b axis ðκxx,bÞ were measured (Fig. 2B). In all
measurements, we find that the magnetic field of 15 T suppresses
κxx=T below ∼Tp. This suppression arises from the field effect on
the thermal conduction of spin excitations κspinxx and the reso-
nance scattering effect on the thermal conduction of phonons
κphxx . In the present system, heat is transferred by spin excitations
and phonons: κxx = κspinxx + κphxx . The field dependence of κphxx is
determined by the spin–phonon scattering and the resonant
scattering (29). The former contains elastic and inelastic pro-
cesses. The elastic scattering process is suppressed by the align-
ment of spins with the magnetic field. The inelastic scattering is
directly related to the quantum dynamics of spin, which is also
suppressed with field by the formation of the Zeeman gap.
Therefore, an application of magnetic fields leads to a suppres-
sion of the spin–phonon scattering (an enhancement of κphxx ),
which is observed at higher temperatures where κphxx is dominant
(T > 20 K, Fig. S1). The latter is due to a resonance between the
Zeeman gap gμBH and the phonon, blocking the energy transfer
of phonons whose energy Zω∼ gμBH, where g is the g factor and
μB is the Bohr magneton (29). The resonance scattering causes a
suppression peak when the Zeeman energy is equal to the peak
of the Debye distribution function ð∼ 4kBTÞ. Also, a normalized
suppression effect is often observed when ½κxxðHÞ− κxxð0Þ$=κxxð0Þ
is plotted as a function of gμBH=kBT (SI Text). As shown in Fig. 2
C and D, a suppression peak is observed at 2.6 K and at ∼7 T
(gμBH=kBT ∼ 4), showing the resonance coupling effect on κphxx .
However, this suppression peak is taken over by another sup-
pression effect at 15 T. At higher temperatures, this additional
suppression, which can be attributed to the field effect on κspinxx ,
becomes dominant and the resonant coupling peak is no longer
discernible at 3.5 ∼ 5.0 K. Moreover, we find that the field de-
pendences of κxx at high fields cannot be scaled by gμBH=kBT due
to the additional suppression effect. Therefore, from the field
suppression effect on κspinxx observed at high fields, we can con-
clude that the spins contribute to the thermal transport in
volborthite.
The thermal conductivity of spin excitations can be expressed

as κspinxx ∼Cspinvspinℓspin, where Cspin is the heat capacity, vspin is the
velocity, and ℓspin is the mean-free path of the elementary spin
excitations. Because the magnetic field enhances ℓspin by aligning
spins and Cspin shows only a weak field dependence around 8 K
(Fig. 1), the field suppression of κspinxx is dominated by the sup-
pression of vspin. Similar results have been reported in spin–chain
compounds (16) where the velocity of elementary excitations is
suppressed by fields. The lower limit of ℓspin is simply estimated
by assuming that Δκ= κxxðH = 0Þ− κxxðH = 15  TÞ gives a lower
limit of κspinxx . From the assumption of a linear energy dispersion,
the velocity is obtained as vspin ∼ Jeff a=Z∼ 2.3× 103  m=s, where
Jeff ∼ 60 K and a∼ 2.9 Å is the mean distance between the
nearest Cu ions. From Cspin=T ∼ 50 mJ K−2  mol−Cu−1 and
Δκ=T ∼ 0.03  ð0.09Þ W K−2 ·m−1 for sample 1 (2) at ∼8 K, we find
the lower limit of ℓspin ∼ 23 nm  ð69 nmÞ∼ 80  a  ð240  aÞ, indicating
that the elementary excitations are highly mobile.
To gain insight into the spin Hamiltonian realized in volborthite,

we investigated the anisotropy of the thermal conduction. As
shown in Fig. 2B, we find that κxx,a ∼ κxx,b within the accuracy of
the absolute value of κxx (up to ∼30% due to the uncertainty in
estimating the geometrical factor). Also, κxx,a and κxx,b show the
similar field dependence (Fig. 2 C and D), although the field
suppression effect on κxx,b is slightly larger (∼5% of the zero-field
value) than that on κxx,a. These results would imply a small an-
isotropy in the spin Hamiltonian, supporting the coupled trimer
model (28) rather than the coupled chain model (27). Below TN,
κxx,a shows a larger enhancement than that of κxx,b, implying an
anisotropic spin state in the ordered phase.
Fig. 3A depicts the transverse thermal response of sample 1

along the y axis, ΔTy ≡TL1 −TL2, at 8.3 K when the magnetic

J1

J2
J’

J”
b

a

Cu1

Cu2

Cu1

pT

Fig. 1. Temperature dependence of the heat capacity divided by temper-
ature C=T (closed circles, left axis) and the magnetic susceptibility χ (gray
line, right axis) of a single crystal of volborthite. The peak temperature of
the magnetic susceptibility is marked as Tp. Dashed line is the lattice heat
capacity taken from ref. 36. At ∼7 K, C=T shows a kink in zero field, which is
pronounced in the magnetic field of 9 T. However, no signature of a mag-
netic transition has been observed in NMR and magnetic susceptibility
measurements at this temperature. Therefore, the kink may be related to a
lattice anomaly, although no discernible anomaly is observed in the thermal
conductivity. (Inset) Arrangement of Cu ions in the ab plane. J1 and J2 rep-
resent the nearest-neighbor and next-nearest-neighbor interactions in the
Cu2 spin chains, respectively. J′ and J′′ represent the nearest-neighbor in-
teractions between Cu1 and Cu2 spins.
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When quantum fluctuations destroy underlying long-range or-
dered states, novel quantum states emerge. Spin-liquid (SL) states
of frustrated quantum antiferromagnets, in which highly corre-
lated spins fluctuate down to very low temperatures, are prom-
inent examples of such quantum states. SL states often exhibit
exotic physical properties, but the precise nature of the elemen-
tary excitations behind such phenomena remains entirely elusive.
Here, we use thermal Hall measurements that can capture the
unexplored property of the elementary excitations in SL states,
and report the observation of anomalous excitations that may
unveil the unique features of the SL state. Our principal finding is a
negative thermal Hall conductivity κxy which the charge-neutral
spin excitations in a gapless SL state of the 2D kagomé insulator
volborthite Cu3V2O7(OH)2 ·2H2O exhibit, in much the same way in
which charged electrons show the conventional electric Hall effect.
We find that κxy is absent in the high-temperature paramagnetic
state and develops upon entering the SL state in accordance with
the growth of the short-range spin correlations, demonstrating
that κxy is a key signature of the elementary excitation formed
in the SL state. These results suggest the emergence of nontrivial
elementary excitations in the gapless SL state which feel the pres-
ence of fictitious magnetic flux, whose effective Lorentz force
is found to be less than 1/100 of the force experienced by free
electrons.

spin liquid | frustrated magnetism | thermal transport

Spin liquids (SLs) are novel states which can occur in a mag-
netic system when the underlying magnetic order gives way to

quantum fluctuations (1). In such states the constituent spins are
highly correlated but continue to fluctuate strongly down to
temperatures much lower than the spin-interaction energy scale,
J. Novel notions such as emergent gauge fields, topological or-
der, and fractionalized excitations have been associated with
collective phenomena in SLs. In particular, both experiments (2–5)
and theories (6–11) suggest that SL states display many unusual
properties. It has been reported, for instance, that low-energy spin
excitations in organic insulators with a triangular lattice structure
behave like mobile carriers in a paramagnetic metal with a Fermi
surface (2, 3), in contrast with the charge degree of freedom which
is gapped. A description in terms of an SL state with fractionalized
spin excitations was incorporated to account for the excitation
continuum signal detected in a kagomé antiferromagnet (4). A
magnetization transport measurement has shown that a pyrochlore
frustrated magnet exhibits the characteristics of a supercooled SL
state (5). Exotic quasi-particles such as spinons (6–8), visons (9,
10), and photons (11) have been predicted theoretically. Despite
these intensive activities, the precise characters of the elementary
excitations in SL states remain, from an experimental point of
view, to be pinned down.
In conducting systems, it is the charge-transport properties

that act as the window through which we accumulate information
that are essential in unraveling the physics of novel electronic
states such as the quantum Hall states and other non-Fermi
liquids. Likewise, in insulating quantum magnets, thermal-transport

measurements have been proven to be a powerful probe in unveiling
the ground state and quasi-particle excitations (2, 12–16). Recently,
theoretical works have suggested that thermal Hall measurements
provide new insights into the nature of exotic excitations in magnetic
insulators (17–20). In conducting systems, the electrical Hall (σxy)
and thermal Hall (κxy) conductivities are related by the Wiedemann–
Franz law κxy=T =Lσxy (21), where L is the Lorentz number. In
magnetic insulators, in contrast, there are no charged currents, and
thus a magnetic field cannot exert a Lorentz force. Nevertheless, the
thermal Hall effect has been predicted to occur in both ordered (17,
18) and disordered magnets (17, 19, 20) as a result of the intrinsic
Berry phase curvature and an emergent gauge field, respectively.
Indeed, a finite κxy was reported in the ferromagnetic ordered state
of magnetic insulators (12, 13). Very recently, its observation was
also reported in the disordered states of the spin–ice compound
Tb2Ti2O7 (14) and the ferromagnetic kagomé Cu(1,3-bdc) (15). We
note, however, that in the former study, a finite κxy was observed in
the paramagnetic phase far above the temperature corresponding to
J   ðT " J=kB ∼ 1 KÞ (22). Meanwhile, in the latter experiment there
is no SL phase owing to the absence of geometrical frustration. In yet
another study, thermal Hall measurements were performed in the
SL state of triangular organic compound EtMe3Sb[Pd(dmit)2]2, but
no discernible κxy signal was observed (2). Thus, the experimental
verification of thermal Hall conductivity in SL states remains a
subject of vital importance.

Results
Heat Capacity and Magnetic Susceptibility Measurements.Volborthite,
Cu3V2O7(OH)2 ·2H2O, is a magnetic insulator in which Cu2+ ions
form a 2D distorted kagomé structure with inequivalent exchange

Significance

The Hall effect is due to the nature of the charge carriers in a
conductor, which experience the Lorentz force in the presence
of magnetic field. In antiferromagnetic insulators with geo-
metrical frustrations, charge carries are absent, but the spin
degrees of freedom form disordered liquid-like states with
unusual excitations that can carry heat. Here, we report the
observation of the thermal version of the Hall effect in a spin-
liquid state of a quantum magnet with frustrated two-
dimensional kagomé structure. Our finding implies the emergence
of nontrivial excitations in a spin-liquid state that experience the
fictitious Lorentz force, possibly related to the geometrical phase
of the quantum-mechanical wave function in many-body systems.
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lated spins fluctuate down to very low temperatures, are prom-
inent examples of such quantum states. SL states often exhibit
exotic physical properties, but the precise nature of the elemen-
tary excitations behind such phenomena remains entirely elusive.
Here, we use thermal Hall measurements that can capture the
unexplored property of the elementary excitations in SL states,
and report the observation of anomalous excitations that may
unveil the unique features of the SL state. Our principal finding is a
negative thermal Hall conductivity κxy which the charge-neutral
spin excitations in a gapless SL state of the 2D kagomé insulator
volborthite Cu3V2O7(OH)2 ·2H2O exhibit, in much the same way in
which charged electrons show the conventional electric Hall effect.
We find that κxy is absent in the high-temperature paramagnetic
state and develops upon entering the SL state in accordance with
the growth of the short-range spin correlations, demonstrating
that κxy is a key signature of the elementary excitation formed
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In the transverse Ising magnet (TIM), a magnetic field applied
transverse to the easy axis of the spins induces a zero-Kelvin
phase transition from the magnetically ordered state to the

disordered state. Because it is the archetypal example of a system
displaying quantum critical behaviour1, the TIM is prominently
investigated in many areas of topical interest, for example,
quantum magnetism2,3, integrable field theories4,5 and
investigations of novel topological excitations6–8. The columbite
CoNb2O6 is the closest realization found to date of the TIM in a
real material. The spin excitations have been investigated by
neutron diffraction spectroscopy near the quantum critical point
(QCP)3 and in the paramagnetic state9, THz spectroscopy10 and
93Nb nuclear magnetic resonance11, but little is known about
their thermodynamic properties at the QCP. Are there low-lying
spin excitations distinct from the neutron-excited modes? What
are their characteristics at the QCP?

Here we report a low-temperature heat capacity experiment
that addresses these questions. We establish the existence of a
large population of spin excitations that are gapless (after the
phonon contribution is subtracted). As the transverse magnetic
field is tuned towards the QCP, the spin heat capacity rises to a
prominent peak. Below 1K, the gapless modes display a
temperature (T)-linear heat capacity similar to fermionic
excitations. From the spin entropy, we infer that, at 1 K, the
gapless modes account for 1

3 of the total spin degrees of freedom.

Results
Heat capacity versus temperature. In CoNb2O6, the stacking of
edge-sharing CoO6 octahedra along the c axis defines the Ising
chain (inset in Fig. 1c). The isolated chain is described by the TIM
Hamiltonian:

H1D ¼ " J0
X

n

SxnS
x
nþ 1 "G

X

n

Szn; ð1Þ

with J0 the ferromagnetic exchange along the easy axis c||x and G
the transverse field. Snx and Snz are, respectively, the x and z
components of the spin operator at lattice site n. In the a–b plane,
the chains assume a triangular coordination12–14, with anti-
ferromagnetic interactions |J1|, |J2|ooJ0 between adjacent chains.
Geometric frustration effects lead to competing antiferromagetic
and ferrimagnetic ground states14. In a magnetic field H||b,
CoNb2O6 exhibits a sharp transition to a three-dimensional
(3D)-ordered phase at a critical temperature Tc(H) that decreases
from 2.85K (at H¼ 0) to zero as H-Hc.

To investigate the low-energy spin excitations in CoNb2O6, we
have measured its low-temperature heat capacity C(T,H) by a.c.
calorimetry over the T–H plane (see Methods). First, we discuss
the curves of the heat capacity C versus T measured in fixed H.
Figure 1a plots these curves as C/T(T,H) versus T for
HoHc¼ 5.24 T. In each curve, C/T displays a prominent peak
when T crosses Tc(H). In zero H, C/T decreases steeply below
Tc(0), and approaches zero at 1K, consistent with the existence of
a full gap. The shoulder feature near 1.7 K signals the transition
from an incommensurate to commensurate AF (antiferromag-
netic) phase13. At finite H, we observe significant enhancement of
C/T throughout the ordered phase. Instead of falling to zero, the
curves become T independent at low T (curve at 5 T). Between 4
and 5T, the saturation value increases by more than a factor of 3.
In the disordered phase (H4Hc), we observe a profile that also
reveals a gap D, but one that increases sharply with the reduced
field H"Hc (Fig. 2a).

Heat capacity versus field. To supplement the constant-H curves
in Fig. 1, we performed measurements of C/T versus H at
constant T. Figure 2a shows the phase diagram obtained from

combining the constant-H and constant-T curves. The boundary
of the ordered phase, Tc(H) defined by the sharp peak in C/T, falls
to zero as H-Hc (solid circles and triangles). Above Hc, the gap
D in the disordered phase (solid diamonds) is estimated from fits
to the free-fermion solution discussed below. The dashed curves
are the nominal boundaries below which glassy behaviour is
observed (see below).

Figure 2b displays the constant-T scans in the region close to
the QCP. If the temperature is fixed at a relatively high value, for
example, T¼ 1.76K, C/T(T,H) initially rises to a sharp peak as H
is increased from 0 to 4.1 T. Above 4.1 T, C/T falls monotonically
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Figure 1 | The heat capacity of CoNb2O6 versus temperature measured in
a transverse magnetic field. The field H is applied parallel to the b axis. The
quantity plotted is the heat capacity C divided by temperature T. (a) Curves
of C/T versus T at fixed HoHc (¼ 5.24 T). In field H¼0, a transition to an
incommesurate phase occurs at Tc(0)¼ 2.85K. With increasing H, the
transition Tc(H) is decreased. Below 1 K, C/T approaches saturation instead
of decreasing to 0. At 5 T, C/T is T independent below 0.8 K. (b) Behaviour
of C/T in the paramagnetic state (H4Hc). Just above Hc (curve at
H¼ 5.3 T), C/T falls montonically as T increases above 0.5 K. For H slightly
above 5.6 T, a field-dependent gap D appears. (c) the crystal structure of
CoNb2O6. The easy axis (red arrows) is in the a–c plane at an angle ±31!
to the c axis.
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Conclusion

We construct renormalized on-shell action in HSV geometry

We construct modified thermodynamic relation such that the thermodynamic 1st law of the 
boundary theory satisfied

Role of (z, 𝜃) in the thermodynamic relation: Difference of scaling behavior between time and space

Role of extra term in pressure: Breaking diffeomorphism invariance by 𝛽

Future direction

Holographic renormalization for other (z, 𝜃) region

Comparing other transport coefficient(thermal conductivity…)
AC conductivities

We study transport coefficient of strongly interacting non-Dirac materials via holography
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Thank you!
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Thermodynamics
Schwartzshcild HSV

In this section, we will extend this argument to the boundary theory with general

exponent (z, ✓) in B region and check whether the argument in Dirac case is still hold in

general case. To do this, we will start from the Schwartzshild type of HSV geometry and

goes to more general case.

4.1 Schwarzschild HSV: (q2 = 0, H = 0, � = 0, q� = 0)

In the case of Schwarzschild black hole type HSV geometry, the only parameter in the theory

is a horizon radius vH . The renormalized on-shell action, entropy and the temperature can

be written in terms of vH as follows;

S
E = �v

2+z�✓

H

s = 4⇡v2�✓

H

T =
(2 + z � ✓)

4⇡
v
z

H . (4.3)

If we simply apply Smarr relation (4.1), the energy density becomes

✏ = S
E + s T = (1 + z � ✓)v2+z�✓

H
= (1 + z � ✓)m, (4.4)

which is consistent with Dirac case. However, if we varying both side in terms of thermo-

dynamic variables, the resulting relation does not give correct thermodynamic fist law. We

suggest the correct Smarr relation is

✏ = zS
E + s T = (2� ✓)v2+z�✓

H
= (2� ✓)m. (4.5)

Notice that we multiply by a factor z to the on-shell action in (4.5). With this new Smarr

relation, we get correct thermodynamic first law as

�✏ = T �s. (4.6)

4.2 RN HSV: (q2 6= 0, H = 0, � = 0, q� = 0)

In the case of RN type HSV background, we have to add chemical potential and charge

density as thermodynamic variables.
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q
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2 v
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H
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v
z

H +
(z � ✓)2q22
8⇡(✓ � 2)

v
�2�z+2✓
H

. (4.7)

The suggesting Smarr relation is

✏ = zS
E + s T +

(z � ✓)(1 + z � ✓)

(2� ✓)
µq2 = (2� ✓)m. (4.8)
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Modified thermodynamic  relation
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Thermodynamics
RN HSV
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Then, the thermodynamics is

�✏ = T �s+ µ�Q, (4.9)

where Q is conserved charge defined by (z � ✓)q2.

4.3 Schwarzschild with momentum relaxation: (q2 = 0, H = 0, � 6= 0, q� = 0)

Here, we will discuss the thermodynamic first law with momentum relaxation �. The

thermodynamic variables are
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If we simply apply Smarr relation of Schwartzchild HSV case, the result does not seems to

be consistent with it;

✏ = z S
E + s T 6= (2� ✓)m, (4.11)

and also does not satisfy the thermodynamic first law. To resolve the problem, we modify

on-shell action by

S̃
E ⌘ S

E +
✓(1� z)�2

z(2� z)(✓ � 2)
v
2�z

H
. (4.12)

Notice that the extra term only depends on the horizon radius vH which means that this

term cannot be added by boundary counter term. We will discuss on the physical meaning

of this term later. One interesting this is that this term does not appear when z = 1 or

✓ = 0.

The Smarr relation becomes Schwarzschild form again;

✏ = z S̃
E + s T = (2� ✓)m, (4.13)

and

�✏ = T �s. (4.14)

4.4 Full HSV geometry

By collecting all discussion in previous sections. the final Smarr relation is

✏ = zS̃
E + s T +

(1 + z � ✓)

(2� ✓)
µQ, (4.15)
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Q = (z � ✓)q2
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Thermodynamics
Schwartzscild with momentum relaxation

Modified thermodynamic relation
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where S̃
E is defined in (4.12) and Q = (z � ✓)q2. Then, the thermodynamic first law is

�✏ = T �s+ µ�Q�M�H, (4.16)

where M is a magnetization;

M =
(✓ � 2)v�4+3z�✓

H

2(z � 2)(3z � 4� ✓)
H +

q��
2
Qv

�2�z+2✓
H

2 + z � 2✓
�

q
2
��

4
v
�4�z+3✓
H

4 + z � 3✓
H. (4.17)

5 Discussion

• Physical meaning of extra term in (4.12):

Thermodynamic first law of boundary theory is equivalent to the bulk Einstein equation

or bulk di↵eomorphism symmetry. But in the presence of the momentum relaxation term

�, bulk di↵eomorphism is broken from massive gravity point of view. Therefore, to make

a boundary theory satisfying the thermodynamic first law, we have to restore these broken

symmetry by adding proper term.
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